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Since the popularity of video games has been increasing, more players with disabilities have been 

joining the community, making the developers think about designing and developing necessary acces-

sibility features for those players. However, two significant issues stand out: a lack of easily available 

information regarding what techniques and technologies are employed in various accessibility fea-

tures and differences that must be considered when developing accessibility features across multiple 

gaming platforms.  

 

This study aims to identify the techniques and technologies that are used for features that enable play-

ers at least to be able to interact with the game and the game interfaces, as well as how these features 

work across various gaming platforms. Additionally, the study aims to highlight the limitations and 

challenges impacting the implementation of the accessibility features. Thus, a qualitative approach to 

the research was used along with thematic analysis as the primary method for data analysis, which 

consists of available accessibility guidelines, literature, and publicly available videos and articles of 

developers about accessibility features in games. 

 

Results from the thematic analysis reveal what techniques and technologies are used in accessibility 

features, for example, eye tracking, spatial audio, post-processing color filters, and letterboxing. The 

main nuances that developers should consider when developing accessibility features for various plat-

forms are also revealed, such as differences in controls, screen resolution, input devices, and availa-

bility of technologies on the platforms. Moreover, results indicate that developers face common chal-

lenges, such as time and budget constraints, as well as inconsistencies in the availability of features 

across games that are released by the same company. Additionally, the considered laws that oblige 

developers to make accessibility features for the communication part of the game do not foster the im-

plementation of more accessible games, especially for companies that have the budget for their imple-

mentation, because of the fragmented accessibility standards that are required for implementation 

since most of the games do not have any communication features in the game like voice chat. 

 

This study contributes to the discourse and advancement of accessibility in video games by providing 

developers, especially indie developers, with a starting point for creating accessibility features in their 

games. 
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CONCEPT DEFINITIONS 

 

AAA (triple–A) – “a major video game publisher or video game studio, in terms of budget (for both 

development and marketing” (IGN 2020) 

Prefab – pre-made object or group of objects that can be shared between the scenes (Unity Documen-

tation 2023) 

Asset – “any item that can be used in the game, such as 3D models, sprites, etc.” (Unity Documenta-

tion 2023) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

ABBREVIATIONS 

 

API – Application Programming Interface 

 

VR – Virtual Reality 

 

AR – Augmented Reality  
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1 INTRODUCTION 

 

Video games have become a significant part of modern culture and entertainment on par with books 

and cinematography by providing players with a more immersive experience using their interactivity. 

However, these advantages over other forms of entertainment most lead to more problems with acces-

sibility for disabled people because of video games' complexity over other pieces of entertainment, to 

enjoy video games as much as people with no disabilities. As a result, accessibility features have be-

come increasingly important to ensure that all players can enjoy games without any barriers. To over-

come these barriers, some game developers are implementing accessibility features, which rely on var-

ious technologies and techniques to cater to the needs of players with different kinds of disabilities and 

their extent. 

  

Although accessibility features can be found more frequently in video games in the last several years, 

most of the AAA game studios and indie developers either implement most of the features poorly or 

do not see a reason why they should spend their time and money on such feature. The reason is that it 

could delay the release of their product and, therefore, disappoint their target customers and lead to 

lower revenue in the end. Despite that, research proves otherwise; according to Accenture's research 

(2018) on the effect of prioritizing digital inclusion demonstrates that companies that have a high score 

on the Disability Equality Index (DEI) are more likely to have higher revenue, net income, and better 

performance on economic profit margin than the companies that do not prioritize digital inclusion. In 

addition, people with disabilities, as revealed by a survey conducted by Scope UK, tend to purchase in-

game add-ons or subscriptions 13% more regularly than non-disabled people (Scope UK, 2022). 

Therefore, people with disabilities could be seen as valuable customers for a company and could help 

it outperform the competitors in the market. A lack of awareness of the topic can explain why studios 

and indie developers have such stereotypes. This lack of awareness is prominent, especially when it 

comes to understanding how many kinds of disabilities there are and the various extents of their devel-

opment, leading to poorly implemented accessibility features or a lack of such features at all. 

 

This thesis aims to provide developers with a starting point on this complex topic by analysing tech-

niques and technologies that are used in the best implementations of accessibility features, which are 

aligned with Cairns’s access level of vocabulary, with examples from the games. Only access features 

that belong to the Cairns’ vocabulary will be discussed due to the differences between the approaches 

to access and challenge levels in the vocabulary (Cairns, Power, Barlet & Haynes 2019b). Addition-

ally, the thesis will not consider features that are used only for specific game, for example, predefined 
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messages in the chat, which is a feature that only employed in multiplayer games. The focus will be on 

games that prioritize entertainment, excluding educational games due to their distinct purpose since 

they prioritize learning purposes over fun, which is the primary reason why most gamers play games. 

VR/AR games are also excluded due to their current limitations, particularly for prolonged game ses-

sions by individuals with and without disabilities. Also, the popularity of such games is low among 

people with and without disabilities. (Thompson, Ehrhardt, Lippincott, Anderson, & Morris 2021, 164; 

AnalyticsIQ 2023.)  

 

In accordance with the thesis’ aims, the following research questions were developed: 

1. What kind of techniques and technologies are used across different accessibility features in video 

games? 

2. What developers should consider when implementing accessibility features in games for different 

platforms? 

Since the thesis aims to contribute to the ongoing discourse on fostering inclusivity in the gaming in-

dustry, the according sub-question must be considered: 

1. What challenges and limitations hinder a proper development of accessibility features for game 

developers? 

 

This thesis is divided into seven chapters. The first part is the introduction to the topic. The second 

chapter provides a comprehensive overview of the diverse landscape of disabilities and their potential 

impact on the gaming experience of people with disabilities. Also, the appropriate vocabulary and 

framework will be introduced for categorizing accessibility features. Moreover, the game interaction 

model will explain the barriers that stand against "fun" in games for people with disabilities. In addi-

tion, the two different approaches to game accessibility – "all-inclusive" and "multitargeting"- will be 

discussed. The third chapter delves into the research methodology that is used for the research in the 

thesis. The fourth chapter includes specific considerations that game developers should consider when 

developing their games for different game platforms. In the fifth chapter, the discussion of best prac-

tices of accessibility features will be based on the barriers and facilitators' approach. Also, the tech-

niques and technologies used for these practices will be considered that can be employed in Unity 

game engine, providing sources for further research on the specific accessibility feature for developers. 

The sixth part is centered around challenges and limitations that stand in the way of implementing 

more accessibility features in more games. The last chapter discusses the analysis results of the previ-

ous chapters.  
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2 THEORETICAL FRAMEWORK 

The following section will be focused on a definition of game accessibility and highlight two ap-

proaches to designing accessible games: all-inclusive and multitargeting. Also, a game accessibility 

vocabulary, which is based on the APX framework, will be introduced to categorise accessibility fea-

tures in a more understandable way for game designers and not by impairment to underscore an im-

portance of all-inclusive approach. After that, a game interaction model will be discussed to identify 

barriers that people with disabilities may encounter while playing a video game. Additionally, five 

main impairment groups will be discussed so that these groups can be listed for an appropriate accessi-

bility feature, and developers will know who to hire to test these features. 

 

2.1 Game accessibility 

 

According to the Game Accessibility Special Interest Group of the IGDA (2004, 5), game accessibility 

is “the ability to play a game even when functioning under limiting conditions. Limiting conditions can 

be functional limitations or disabilities — such as blindness, deafness, or mobility limitations.” Fol-

lowing this definition, Matamala and Orero (2016, 75-77) identify two main approaches to game ac-

cessibility. The first approach is to design games accessible to all people or, as referred to, the “all-in-

clusive” approach by authors. Westin, Ku, Dupire and Hamilton’s game accessibility definition fol-

lows this approach: game accessibility is “about adapting a game’s hardware and software (such as 

game controllers, difficulty level, or feed-back modality) to individual needs, regardless of having a 

disability or not” (Westin, Ku, Dupire & Hamilton 2018 [Hassan & Baltzar 2022]). As noted in Xbox 

Guidelines, the main goal is to broaden the audience since not only people with medical disabilities but 

also people with short-term or situational conditions benefit from accessibility in games (Xbox 2021, 

5). 

  

The alternative approach is named the multitargeting approach here, where targeting different player 

groups and their needs is the main goal since the broad spectrum of disabilities provides various kinds 

of barriers to players, requiring other accessibility solutions, or as they are called in XBOX Guidelines, 

facilitators. The previously mentioned definition by GASIG can be classified as this approach since the 

focus is on people with disabilities. (Matamala & Orero 2016, 75-77.) Nevertheless, since the thesis is 

focused on accessibility features, this thesis adopts a definition of game accessibility influenced by 

Westin et al. (2018) and Matamala & Orero (2016), where offering different accessibility features in 
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the game is considered game accessibility and is not seen only through the lens of people with disabili-

ties (Baltzar, Hassan & Turunen 2023).     

 

2.2 The APX framework and accessibility vocabulary 

 

The guidelines were created to increase awareness of game accessibility among game developers and 

bring game accessibility to the mainstream. Despite that, only three sets of guidelines can be consid-

ered comprehensive at this moment: Includification from the AbleGamers Charity, the Game Accessi-

bility Guidelines (GaG), and the recently updated Xbox Accessibility Guidelines. The last two sets up-

date on a regular basis, making them more valuable for developing new features. Crafted in collabora-

tion with industry experts and organizations, these guidelines share commonalities. This result is not 

unpredictable, given the alignment of common features in the guidelines, which are recommended by 

these experts. (Cairns et al. 2019.) 

  

As noted by Cairns, although these guidelines are well-structured and can be used as a tool for identi-

fying the parts of the game that make it inaccessible by providing different levels of accessibility fea-

tures’ implementation and examples from various games, they do not help developers to generalize 

these features. Certain features must be implemented differently depending on the design choice for 

different in-game situations to make games accessible. At the same time, developers have to consider 

how they plan to deliver the game experience they intended. Therefore, it is understandable why some 

developers design their games relying more on the experience of individual developers and traditional 

methods rather than adopting a player-centric approach for accessible games. Cairns, while admitting 

the cons of such guidelines, tries to solve this issue with them by creating the generative design with a 

broad range of accessibility vocabulary, which builds upon the Cairn’s APX triangle framework (FIG-

URE 1.), to reformulate the guidelines in a form that would be more suitable for game developers so 

that they would be able to create the accessibility features specific to their games. (Cairns et al. 2019.)  
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FIGURE 1. APX triangle (adapted from Cairns et al. 2019) 

 

The APX triangle consists of three levels: APX, challenge and access. According to Cairns et al. 

(2019), the first two levels from the bottom represent options that work in tandem to deliver the acces-

sible player experience (APX). Nevertheless, the main aim of the options, which are aligned with the 

access level, is to provide a player a way to engage with the in-game mechanics and interfaces. Op-

tions that are responsible for controls, input options, are about alternative controls (gamepads, eye 

trackers, accessibility controllers) to enable people with medical or temporary disabilities. Players can 

modify in-game controls by remapping controls, adding new ones, while also adjusting how the game 

reacts to the players’ actions and adding macros or other interfaces to minimize number of buttons 

presses that are required to proceed in the game by using control options. These options and the input 

options have their differences with since control options handle controller customization and not alter-

nation of controls. Presentation options allow to customize information that the user is able to see and 

hear to their own preferences, including giving a player control over how much information should be 

presented on a channel (i.e., visual or hearing), such as moving backgrounds or abrupt flashed, or vari-

able audio channels. This may also include changing some aspects of the in-game UI. Possibility of 

switching between output devices, including their modifications are called output options. Although 

these options are different from presentation options (e.g. screen resolution that could make text too 

small), these options can still interact with them. In particular, these options are responsible for replac-

ing or altering the device, for instance, by switching to a large screen from a mobile one, as a choice 

that Google made with the Google Stadia platform. Moreover, the options are about making more 

drastic adjustments to create components like those seen in headsets and displays related to virtual and 

augmented reality. These options relate to games that support streaming services, for example, Xbox 

Cloud Gaming, which are not the primary platforms of the analysis. Also, since the time Cairns et al. 
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(2019) released this vocabulary, Google Stadia was deprecated by Google in 2023, highlighting the 

niche of such streaming platforms. 

 

On the other hand, challenge options are a next step to the APX and they are about an ability to tune 

the game to the player’s needs, for example, an ability to make the game slower. Although these op-

tions will not be considered in this study, they will be listed to differentiate the difference between the 

access and challenge options. 

Performance options are concentrated around adjusting the intensities or types of reactions that players 

would need to have in the game for better experience. Examples of modifying reactions include slow-

ing down game events, allowing choices to pause or queue operations, and adjusting/removing timers 

from content. These options are essential for the majority of the games and accommodate all medical 

and temporary impairments. Training options are responsible for training a player different skill in 

games by giving player a possibility to play either a tutorial level or some sandbox levels as well as 

helping during game session in the form of visual cues or overlays. When a player finds an obstacle 

that they may find too challenging, progress options is a handy way to facilitate barriers for such play-

ers and to continue processing the game through various choices for the players. This includes an abil-

ity to return to previous points in the game, and bypassing areas where the players may have stuck for 

a variety of reasons. Therefore, any options that provide a possibility to skip a difficult section in the 

game, such as puzzle autopass detection, objective tracking, and puzzle hinting are all considered as 

progress options. To negate negative aspects that players can get from social interactions in the game 

to the minimum, customization of the way players interact, team up, and compete with others should 

be implemented, and they are considered social options. Players can manage various parts of the emo-

tional presentation in a game by using moderation options, for example, turning off some explicit ma-

terial. Additionally, this may include trigger warnings, possibility to turn off gore, sexual content, or 

some other settings that are needed for adjusting the disturbing material the player may encounter. 

(Cairns et al. 2019)  

 

2.3 Game interaction model 

Despite being similar in some aspects to traditional forms of media, video games are the only dynamic 

media that provides interactivity to the players, which is limited either due to hardware or choice limi-

tations. This interactivity can manifest in reacting to the Player’s actions in the game to provide a 

unique game experience for each Player, compared to other media, which can be defined as consump-

tive, where consumers, for instance, get the same ending in the story. (U.S. Department of State, 



7 

 

American English n.d.) From a technical point of view, video games provide continuous output and 

feedback (i.e., audio and visual feedback), adapting to players’ interactions through input devices, such 

as keyboards and controllers. Continuous output and feedback are built around the assumption that the 

player perceives them with their sight and hearing. (Rtc AI 2020.) Therefore, making the output and 

feedback the main barriers for people with medical or temporary disabilities affects what information 

they can perceive. Yuan, Folmer and Harris (2011) correspond to that problem with their generalized 

game interaction model, which helps identify the barriers a player with an impairment could face. This 

game interaction model comprises three steps (FIGURE 2.). The first step includes the player who re-

ceiving stimuli in the following forms: visual, auditory, and haptic, while a game provides stimuli. In 

the second step, based on the provided set of stimuli, players can have the ability to determine their re-

sponse. In the third step, players provide the input through their input devices. These steps work in tan-

dem, so if the Player cannot determine a response because they could not receive stimuli, they subse-

quently will not be able to provide an appropriate input. 

 

FIGURE 2. Interaction Finite State Machine (adapted from Yuan et al. 2011) 

 

 

2.4 Motor disabilities 

 

Motor disabilities relate to “a loss or limitation of function in muscle control or movement or a limita-

tion in mobility” (Yuan et al. 2011, 3). Common illnesses that cause that include arthritis, paralysis, 

cerebral palsy, repetitive strain injury. Additionally, the natural aging can cause a loss of motor func-

tions, such as reduction in muscle strength and controls. According to the interaction model, motor im-

paired players can have challenges with providing the input leading to receiving unintended stimuli or 

no stimuli at all. Therefore, people with motor impairments often rely on using adaptive input options, 

such as Xbox Accessibility Controller and eye trackers. (Yuan et al 2011; Cavender, Trewin & Hanson 
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2008.) Although these devices can heavily facilitate interactions with the game, these players can en-

counter other in-game barriers, such as complex control schemes, time-limited inputs (QTE segments) 

and mashing buttons (i.e. in action moments of the game) (Xbox 2023). Yuan et al. highlights the im-

portance of providing the adoption of devices that support discrete inputs since they require less pre-

cise movement compared to devices with analog inputs, such as, a mouse or a controller analog sticks 

input (Yuan et al. 2011).  

 

 

2.5 Vision disabilities 

 

Visual disability “is the consequence of a certain degree of vision loss such as low vision/partially 

sightness, legal blindness, complete blindness” (Yuan et al. 2011, 3). Amblyopia (Lazy Eye), refrac-

tive errors, cataract, and color blindness are some of the diseases that cause this disability. Natural ag-

ing is also can lead to macular degradation and may result in blurred or no vision. In a game interac-

tion model, people with visual impairments are not able to perceive visual stimuli and, therefore, are 

not able to determine their response to it and the physical input, despite the physical and cognitive pos-

sibility to provide that input. Therefore, it is important to provide these players with stimuli through 

other forms: auditory and/or haptic. This can include game narration, audio descriptions, haptic rumble 

patterns, and distinct audio cues. (Yuan et al. 2011; Cavender et al. 2008; Xbox 2023.) 

 

 

2.6 Cognitive Disabilities 

 

Cognitive disability is a mental and psychological disorder that manifests when a person has issues 

with remembering, memorizing, concentrating, and learning new things. Alzheimer, autism, dyslexia, 

down syndrome, and mental retardation developed during childhood are some of the most common 

cognitive impairments. Alzheimer and senility are cognitive disabilities that usually develop with the 

natural aging of the brain. The second step in the game interaction model is a barrier that people with 

cognitive disability encounter due to difficulty to cognitively determining an in/game response. This 

can be overcome by providing additional time for thinking (i.e. getting rid of time-limited QTEs), in-

game tutorials, and presenting the information in a clear and concise manner. (Yuan et al. 2011; 

Cavender et al. 2008; Xbox 2023.)  
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2.7 Hearing disabilities 

 

“Hearing disability is a complete or partial loss of the ability to hear from one or both ears” (Yuan et 

al. 2011, 3). This disability can have different levels of development from not severe to more serious, 

such as deafness. Players with this disability may not fully experience what the game has to offer due 

to the use of audio as a secondary stimulus in games. Also, if the game uses audio and visuals as pri-

mary stimuli, such as dance/rhythm games (i.e. Just Dance Ubisoft), hearing impaired players will not 

be able to perform steps 2 and 3 of the game interaction model. Depending on the level of hearing im-

pairment development, the game can support spatial audio output, represent audio cues through visual 

and haptic channels, provide directional indication of where an audio cue or dialogue is coming from, 

etc. (Yuan et al. 2011; Cavender et al. 2008; Xbox 2023.)  

 

 

2.8 Speech disabilities 

 

Speech disability is an impairment that makes it hard for people to communicate properly. This impair-

ment does not have a single cause, since it can be related to heredity, or some development is the brain. 

Additionally, the speech disability can indicate other conditions that are related to other disabilities, 

such as dyslexia, hearing loss, or Autism Spectrum Disorder (ASD). (Prelock, Hutchins & Glascoe 

2008.) The barrier with this disability mostly appears in game that have online communication ele-

ments, such as voice-based communication channels. Also, games that completely rely on using 

player’s voice as a main feature of the game can have the same barriers for people with speech disabil-

ities as online games. Therefore, the third step in the interaction model will not be performed due to 

inability to provide the input to the game. Thus, it is important to have an alternative input for such 

games, and text-based communication channels for online games. (Yuan et al. 2011; Xbox 2023.) 
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3 RESEARCH METHODOLOGY 

This chapter explores the research methodology and data that will be used to answer the previously es-

tablished research questions. Moreover, the thematic analysis as a method for the data analysis will be 

considered along with the thematic analysis of the six main phases used in this study's creation. Addi-

tionally, the limitations of this research will be discussed to establish possible gaps and outdated infor-

mation that can be found in the study. Also, the table with the final classification of the accessibility 

features is presented, aligning with Cairns et al. (2019b) access level vocabulary and with the broader 

approach to features so that they would be helpful in most games and not particular genres of games. 

 

 

3.1 Research method 

 

Since this study is focused on the understanding techniques and technologies employed in accessibility 

features as well as differences in their implementations across various gaming platforms, a qualitative 

approach is adopted to provide a detailed view on the accessibility and in-depth analysis on the previ-

ously stated research questions using existing data on the topic as a basis for the study. 

 

 

3.2 Data analysis 

 

Thematic analysis method will be used as a tool for the data analysis. This method is useful for identi-

fying common patterns in the data that aligns with the main objective of this study, which is to identify 

and analyse techniques and technologies that are used for best practices in accessibility features based 

on the existing guidelines. According to Clarke and Braun (2006, 86-91), the thematic analysis com-

prises six phases: familiarization, coding, generating themes, reviewing themes, defining and naming 

themes, and writing up. The first phases of the analysis will be centered around familiarizing with ex-

isting guidelines and resources related to accessibility features, including the Cairns accessibility vo-

cabulary. After familiarizing yourself with the guidelines, the accessibility features will be categorized 

according to the vocabulary, providing a structured framework for analysis. After that, other sources 

focusing on the implementation of these practices will be examined, which will facilitate systematic 

coding of the data to identify corresponding techniques and technologies. These identified techniques 

and technologies will be reviewed to ensure accuracy and relevance to the guidelines’ best practices. In 
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the last phases, the identified techniques and technologies will be named according to how they are 

called in most of the sources so that developers and other researchers would be able to identify each 

one of them easier for further research, and then these techniques and technologies will be analysed. 

   

 

3.3 Research limitations 

 

This study aims to provide a comprehensive analysis of techniques and technologies in the accessibil-

ity features of video games. Nevertheless, the use of qualitative analysis may lead to some limitations. 

The reason is that this thesis relies on existing literature, where some implementations of accessibility 

features can be outdated, including employed techniques and technologies, compared to the implemen-

tation of the same features in the recently released games. Additionally, proprietary techniques and 

technologies employed in accessibility features will not be considered because of the limited access to 

the proprietary information of game companies. However, this study aims to provide valuable infor-

mation about techniques and technologies used in video game accessibility features for game develop-

ers, especially indie developers, despite these limitations. 

 

3.4 Research data 

 

Data for this research, which will be used for this study, will consist of Game Accessibility Guidelines 

(GaG) and the Xbox Accessibility Guidelines, which are more focused on the technical aspects of ac-

cessibility features implemented in video games compared to other guidelines. Moreover, other rele-

vant resources, scholarly and company articles, and disability experts’ presentations that discuss vari-

ous techniques and technologies used in accessibility features across different games on various gam-

ing platforms will be considered. Also, the combination of Xbox Accessibility Guidelines and GaG 

will serve as a primary source for classifying the features through the vocabulary developed by Cairns 

et al. (2019b). Nevertheless, some of the features, such as vibration customization, screen reader, and 

audio description support, will be discussed in the section related to the platform-specific considera-

tions. Since these features have distinct platform considerations compared to other features, developers 

should consider that. The challenges and limitations of a broader implementation of accessibility fea-

tures into modern games will be discussed using mostly publicly available articles and not scholarly 

ones since this theme is less technical than the techniques and technologies used in such accessibility 

features. The final classification of accessibility features is depicted in Table 1. 
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TABLE 1. Access level accessibility features 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Access level accessibility features  

Input options 

  Alternative input device 

Control options 

  Controls customization 

Presentation options 

  Screen reader  

  Audio description 

  Subtitles 

  Closed captions 

  Independent volume control 

  Customization of visuals in motion 

  Customization of UI elements 

  Colour customization 

  Spatial audio support 

  Haptic feedback 
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4 PLATFORM-SPECIFIC CONSIDERATIONS IN ACCESSIBILITY IMPLEMENTATION 

 

When developing accessibility features for a game, developers should consider on which platforms 

they plan to release their game. For indie developers, the strategy may involve an initial release on PC 

or mobile platforms, followed by porting to other systems, such as Nintendo Switch, PlayStation 5, 

due to the lack of budget. On the other side, AA and AAA companies can afford to target a wide array 

of gaming platforms to maximize audience reach. Nevertheless, it is important to know what differ-

ences in implementation of the features there are on different platforms to successfully implement 

them. 

 

 

4.1 Controls 

 

Three of the most popular gaming platforms – PC, station/handheld consoles, and mobile – employ 

three different input methods. PC's highly precise controls can be achieved through the numerous keys 

on the keyboard and the mouse that is usually responsible for moving the in-game camera; consoles 

have less accurate controls due to a defined controller layout, or a touchscreen which provides more 

customizable controls, while heavily affecting the UI, and therefore, gaming experience. Although it is 

possible to connect any of these controls to other devices, most users tend to play the games with built-

in controls into the hardware, except for some game genres where, for example, a game controller is a 

preferable choice in fighting or racing games. (Pingle 2021; Main Leaf 2023.) Designing controls for 

diverse input devices involves combining Fitt's Law, predicting human movement, and understanding 

hand limitations. The fundamental principle is placing frequently used actions in easily accessible lo-

cations aligned with the player's primary control group (FIGURE 3.). (Dotsenko 2017.) 
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FIGURE 3. The controls layout of gamepads, keyboards, and mice, which is designed around three 

primary finger groups, following Fitts's law. (adapted from Dotsenko 2017). 

 

For touchscreen controls, the primary control group of the player's hand is one or two thumbs, as adop-

tion for a mobile device can be implemented in two ways, depending on the game's complexity and the 

genre: one-handed and two-handed input controls. The principle remains applicable but with a differ-

ent tracking area for actions. On touchscreen devices, a gesture-based interaction (GBI) is employed 

and comprises two interactions: one involving a surface and the other including a motion gesture. Ac-

cording to Wobbrock, Morris & Wilson (2009), mobile users tend to prefer one-handed input controls 

over two-handed because of the effectiveness of the one-handed UI. Therefore, it is recommended to 

design or adapt, if the game is ported from the other platform, a one-handed input controls for games 

where it is applicable. Also, it is essential to provide tactile feedback for the user to minimize the user's 

mistakes and errors in touchscreen-based controls. Since they have such technology built-in, the vibra-

tion technology can provide ease of use, usability, and cognitive concentration of gameplay to game 

controllers and touchscreens, meaning reduced barriers for people with cognitive, motor disabilities 

and vision disabilities. Therefore, the process of porting a mobile game to handheld consoles, such as 

the Nintendo Switch, can be time-saving due to shared touchscreen functionality, similar hardware ef-

ficiency, and technologies like vibration. (Seo & Kang 2019.) 

 

Therefore, optimizing the control scheme and making it intuitive for the players for the specific input 

devices is vital (Seo & Kang 2019). Furthermore, certain actions requiring multiple inputs need to be 

accounted for. It is easy to jump and press an action button on PC or consoles. But on mobile, multiple 
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inputs are often not supported. Moreover, game controller support should be available for the game 

since people with motor impairment can utilize specific controllers, such as the XBOX accessibility 

controller. Developers should consider diverse control types even if they are not planning to port their 

game to other platforms. (Xbox 2021.) 

 

 

4.2 Screen resolution and aspect ratio 

 

Game UI design is a crucial aspect of any game since UI design is responsible for creating interfaces 

that facilitate the player's interactions with the game. By developing a solid UI design, the player will 

be able to navigate between various in-game systems and mechanics. Subsequently, this will increase 

players' engagement with the game. Usually, an appropriate UI design is created for each platform due 

to the variations in screen sizes and aspect ratios across different devices. Therefore, the number of 

various devices complicates porting the game from the initially intended playable device to completely 

different platforms, such as porting a PC game to mobile platforms. Hence, developers take extra con-

siderations when developing UI designs for the same game but for other platforms. To address the is-

sue with various devices, developers often employ the Content Scaling technique, designing their 

games initially for the lowest resolution they intend to support and subsequently scaling up for larger 

resolutions. (Felgo n.d; Gupta 2023.) 

 

Nevertheless, it is important to consider the default aspect ratio, which can be described as a relation-

ship between the width and the height of a display, as it defines the shape of the image on the screen 

and fosters the compatibility across devices. A standard ratio in the game industry is 16:9 (or 9:16 for 

the smartphones) since it is a common ratio across TVs, monitors, and phones. The resolution is inter-

connected with the aspect ratio since it defines the level of the image’s detail based on the number of 

pixels. Additionally, any changes in resolution can impact the overall visual appearance of the image 

and affect the easiness to read of menus, tutorials, by making the image blurrier, especially if the as-

pect ratio does not change. Therefore, considerations to mobile devices and monitors with various ex-

isting resolutions is essential to achieve better accessibility of the UI design. (Felgo N.D; Gupta 2023.) 

  

Responsive UI and adaptive UI approaches can be utilised to address and solve the possible issues that 

could come up during the porting of the game to other platforms. Moreover, if the controls are de-

signed as a virtual controller, they could take much space on the screen affecting the overall UI design, 

so it is necessary to optimize the game’s UI elements to fit these screen sizes properly. Also, if the 
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game supports multiple input devices, this could impact on the tutorial’s information, for instance, the 

tutorial may say “swipe up” or “tap the screen once” for touch screen controls, but for controllers the 

tips should be edited accordingly, so that they say, “press X button”, when a user changes the input 

method to controller. (Pingle 2021; Main Leaf 2023; GaG 2024.) 

 

 

4.3 Screen reader and audio description 

 

A screen-reader is an external piece of software that enables blind or visually impaired users by ren-

dering all text as speech output. There are different screen-readers available for people with visual dis-

abilities, such as NVDA, Microsoft’s Windows built-in Narrator on Windows. Nevertheless, screen-

readers can output the UI text on the screen, like UI elements or the in-game main menu, to speech 

only if it has access to the UI tree information of in-game interface. This means that a screen reader 

needs to know, for example, where labels or buttons are positioned on the screen, their content (text), 

and associated possible interactions with these UI elements (i.e. buttons).  Unfortunately, most popular 

game engines lack comprehensive screen reader support, as they do not render their UI, outputting a 

single block of pixels rather than the system UI elements, which screen readers can comprehend. (GaG 

2024; Xbox 2023, 106; Unity 2024.) Nevertheless, in a recent engine release, Unity introduced beta 

support for mobile screen readers and plans to extend full support across all platforms (Perdigueiro & 

Oke 2024; Skerry 2023). Despite advancements, some game platforms, such as Nintendo Switch, lack 

support for screen readers, leaving developers unable to integrate such support. iOS and Android have 

built-in screen readers integrated into operating systems – Voiceover and TalkBack. Moreover, they 

work differently from other platforms due to different controls. Achieving screen reader support on 

mobile platforms is easier to achieve and applicable to a broader range of games, given the simpler in-

terfaces and game mechanics prevalent in most mobile games compared to other platforms. On the 

other hand, screenreaders have a significant drawback since screenreaders are able to translate only UI 

text elements to speech and not visuals. One of the ways to fix that is by adding closed captions so that 

a screen reader can describe in-game actions using these captions. However, since screen readers have 

a “robotic” voice, this can affect the immersion of the player into the game world heavily, especially if 

the game has voiced dialogues, which would lead to situations where the dialogues are voices of the 

actual actors, while in-game actions with a robotic voice. Another approach is an audio description that 

requires hiring a professional who would voice all in-game actions, for example, this was done in Mor-

tal Kombat 1 that also worked on Nintendo Switch. Although this approach offers a better cross-plat-

form integration and places audio narration within the game rather than relying on a third-party 
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program, it lacks certain player customization options, such as narration speed, voice, and language, 

since it would require hiring a lot of actors that are proficient in different languages. Moreover, this 

approach includes a more significant investment of time and resources than supporting third-party soft-

ware. Hence, the choice between these approaches should consider platform-specific nuances, player 

preferences, and development resources. (GaG 2024; Xbox 2023, 106&111; Matamala & Orero 2016, 

87-90.) 

 

 

4.4 Haptic feedback 

 

In video games, haptic feedback can provide a player with simulated information of in-game visuals or 

sounds through the relationship between touch and mechanical changes in the device that works based 

on the built-in technology in that device to initiate the changes. Devices that support haptic feedback 

include controllers, except for the Xbox Accessibility Controller and smartphones; the mouse and key-

board do not have built-in hardware that would support haptic feedback. Therefore, even though haptic 

feedback can play the role of another channel of information if a game supports devices such as a 

mouse, keyboard, and Xbox/Playstation accessibility controllers, it is necessary to concentrate more on 

other channels like visuals and sounds. (Yuan et al. 2011; Xbox 2023, 110; O’malley & Gupta 2008, 

25-27.) At the same time, game platforms either have their own proprietary controllers that use their 

own technology to implement haptics, this also applies to different generations of consoles that can 

have new features in haptics feedback, or like in the case with smartphones, have built technology into 

smartphone that has some intricacies. For instance, comparing the PlayStation 4's DualShock control-

ler to the PlayStation 5's DualSense controller reveals significant advancements in haptic feedback. 

The DualShock controller utilizes two Eccentric Rotating Mass (ERM) motors, commonly found in 

smartphones, to provide a basic rumble effect. In contrast, the DualSense controller uses Linear Reso-

nant Actuators, which are more sophisticated as they utilize a voice coil instead of a traditional DC 

motor. The main advantage of linear resonant actuators is that they are programmed using soundwaves 

that allow vibration to start and stop immediately, therefore having a minimal output delay, which 

leads to greater precise feedback, compared to ERM motors that require time to spin up. (Dixon 2019; 

Somatic labs 2016; Gallant 2019.) The accessibility team of The Last of Us Part 1 was able to utilize 

new DualSense functionality and provide an option to play spoken dialogue through the haptics alone 

(Gallant 2019). Therefore, it is important to adapt the vibrations of controllers and smartphones with 

new technologies to provide a better experience for players with different disabilities. 
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In Unity, controlling the rumble of different devices is possible, for instance, through the new Input 

System, which offers classes such as Gamepad for controllers and Handheld for smartphones, each 

with their respective methods for managing rumble. However, Unity's implementation of rumble is 

basic to ensure compatibility across devices. Therefore, utilizing specific assets from the Unity store or 

developing a custom rumble system is recommended to implement the capabilities of devices like Ap-

ple's with their advanced haptic engines to their full potential. (Unity n.d.) 
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5 ANALYSIS OF THE TECHNOLOGIES AND TECHNIQUES IN ACCESSIBILITY FEA-

TURES: BARRIERS AND FACILITATORS 

To implement and design accessibility features into their games, developers often rely on established 

accessibility guidelines and the opinions of game testers with disabilities, if a company or developers 

can afford that. This chapter delves into the accessibility features that are recommended in these guide-

lines for implementation and examines the associated techniques or technologies that can be used for 

successful implementation by game developers. Additionally, the tools, techniques and technologies 

used for according features that are used in Unity engine will be discussed since it is the most popular 

game engine among indie developers, which is a target group of this study. 

 

 

5.1 Input options 

 

Cairns et al. (2019b) distinguish input and control options since they have different purposes. Despite 

that, only one of the guidelines belongs to these options. The gist of this guideline is a recommenda-

tion is to support more than one input devices in the game so that people with disabilities can use alter-

native controls.  

 

 

5.1.1 Alternative input device 

 

Across different game platforms there can be various supported alternative input devices, which de-

pends on where the game is released. For instance, for a 3D shooter game, which is released on PC, it 

is possible to add not only mouse and keyboard support but also a variety of game controllers and eye-

tracking technology. However, leading consoles on the market, such as Nintendo Switch, PlayStation 

5, and Xbox utilize proprietary controllers, limiting support for alternative inputs. Notably, PlayStation 

and Microsoft have released their own accessibility controllers without requiring specific control im-

plementations from developers (Sony Entertainment n.d.; Xbox n.d.). Therefore, these controllers are 

not considered in the chapter, considering their inherent compatibility with original controllers in terms 

of controls. Nevertheless, it is worth mentioning that Microsoft's accessibility controller is easily rec-

ognized on game platforms like Steam as an Xbox controller since Microsoft owns both Windows and 

Xbox, making it easier to add support on both game platforms. This highlights the importance for 
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developers supporting controllers in their games in general, which would be beneficial for people with 

disabilities regardless. 

  

The other alternative input device is an eye tracker, where Tobii solution stands out as the most popu-

lar one in gaming since it is the only one eye tracking solution that is available for PC gamers. Despite 

the variety of alternative input devices, game consoles and mobile devices lacking comparable alterna-

tive input solutions for game integration due to the lack of demand since most people play games on 

consoles far from the TV, therefore, will not use mouse or eye-tracker. Additionally, the adoption of 

alternative input devices can significantly enhance the gaming experience for individuals with motor 

impairments or fatigue-related conditions, allowing them to change between input devices as needed. 

Additionally, the support of technologies like eye tracking can improve overall immersion, offering 

new and innovative gaming experiences for all players, not just those with disabilities. (GAG 2024; 

Xbox 2023; Tobii 2024.) 

 

 

5.1.2 Game controllers 

 

In Unity, developers utilize one of the two techniques to handle player input: direct attachment of de-

vice controls to script functions and a modular input system. The first technique relies on directly link-

ing input triggers to specific script functions. For example, a jump button can be linked to according 

jump functions that executes, when the button is pressed (FIGURE 4.). Although this technique can be 

useful for small games, where input can be represented with one button, in other cases this method can 

lead to accessibility issues. For instance, it can be difficult to add support for multiple input devices 

simultaneously so that players would be able to switch them on the fly or provide players with options 

to customize controls. (French 2023; Ramirez 2023.) 

 

 
FIGURE 4. Device directly attached to the script functions they trigger (adapted from French 2023) 
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In comparison, the modular input system is a more flexible technique. This technique separates input 

triggers from the corresponding script functions by adding a special middlestep (actions), allowing the 

script to listen for actions triggered by various buttons or input devices without needing to know the 

specific source of the input (FIGURE 5.). This flexibility addresses the limitations of the direct attach-

ment technique, which makes it easier to manage and adopt controls the player needs. For instance, by 

using the modular input system in the example with a jump, there is an intermediate step between the 

jump button and the jump function, called Jump Action, allowing us to add the remapping functional-

ity of these buttons more easily. (French 2023.) 

 

 
FIGURE 5. Middle step responsible for dividing the actual input device that causes an action and the 

function that will cause it to occur in-game (adapted from French 2023) 

 

To implement the modular input system in Unity, developers can choose between two input systems: 

Input Manager and the newer system called Input System. While the Input Manager is a legacy system 

with limitations, such as limited cross-platform support and controls customization, it can still be used 

for prototyping purposes. However, the newer Input System is preferable for improved support for dif-

ferent input devices and better cross-platform compatibility, making it easier to address accessibility 

challenges across multiple platforms. (French 2023; Lee 2020; Ramirez 2023.) By using Figure 6 the 

basic operation of the Input System can be explained. First, the Unity Engine collects data from con-

nected devices and notify the Input System about significant events, for example, button presses. After 

that, the Input System evaluates these events and assigns them to specific actions based on the infor-

mation stored in the Input Action Asset. In the end, the Input System communicates these actions to 

the PlayerInput script, which causes the execution of corresponding functions (events) within the game 

code. (Lee 2020.) 
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FIGURE 6. Visual perspective on the new input system in Unity (adapted from Lee 2020) 

 

 

5.1.3 Eye tracker 

 

The eye-tracking devices are an assistive technology developed for people with motor disabilities. The 

concept of eye-tracking can be defined as a process of measuring the movement of the eye relative to 

the head and the point where, in this case, the player is looking at - gaze point. (Cullipher, Hasen & 

VandenPlas 2018; Tobii 2024.) When it comes to eye-trackers, Tobii corp. is the leading company in 

the game industry since the developers can use their API – Tobii SDK – to integrate the tracker sup-

port to the game. Tobii Eye Tracker 5 is the latest model of eye-tracker devices, which consists of 

many illuminators and cameras. The reason is that it relies on pupil center corneal reflection (PCCR) 

technique to detect and track the eye movement relative to the head. Basically, it uses near-infrared il-

lumination to create reflection patterns on the cornea and pupils on the eyes of the player. After that, 

the cameras in the eye-tracker take a high-resolution picture of the eye’s reflection patterns so that im-

age processing algorithms based on these patterns would be able to estimate the eyes’ position and re-

flections patterns. Using the Tobii SDK, it is possible for developers to translate these calculations into 

digital input commands and adopt eye-trackers as another input device. (Cullipher et al. 2018; Tobii 

2024.)   
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5.2 Control options 

 

Cairns et al. (2019b) highlights that control options are firmly tightened to controls customization op-

tions, such as remapping of controls, adjusting the sensitivity of input devices (i.e. mouse, controller) 

and a possibility to disable or simplify repeated inputs (i.e. button-mashing/quick time events). Ac-

cording to Accenture report (2018), these options are one of the most used options not only among the 

people with motor disabilities but also people with other medical or temporary disabilities and no disa-

bilities at all.  

 

 

5.2.1 Controls customization 

 

Controls remapping is a feature that allows a player to customize the input device’s controls according 

to their preferences. There are several variations of this feature presented in modern games, such as 

remappable controls, available presets of different controls, and remappable controls with a possibility 

to change the input type. The choice behind the use of one or another technique can be explained by 

several factors: input device of the game, complexity of controls, and production difficulties. (Xbox 

2023, 107; Accessible Video Game Design n.d.) For instance, when dealing with the extensive layout 

of a keyboard, developers have the flexibility to assign one action to each key. However, controllers 

like those of Xbox and Playstation have a more limited number of buttons than a keyboard does. 

Therefore, constraining the number of actions the gamepad can perform. To address this limitation, de-

velopers utilize multiple input types for the same button to represent different actions. For instance, in 

platformer games the character's jump height can be determined by the duration of the button/key press 

(Figure 7.) as opposed to the number of available buttons. (Xbox 2023, 107; Ash, Bungie & Brown 

2020.) 
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FIGURE 7. Representation of different actions through the same button (adapted from Pav Creations 

2021) 

Additionally, developers can add a double press of the same button to trigger a double jump action, al-

lowing players to execute similar or different actions using a single button on the controller. This ap-

proach helps developers to create more mechanics and provide more intuitive controls for players. In 

some cases, developers implement simultaneous presses of two buttons (chords) for specific actions. 

For example, in Final Fantasy 16, executing a Limit Break action requires the player to press both the 

L3 and R3 buttons simultaneously (FIGURE 8.). 

 

  

FIGURE 8. Controller layouts presets in Final Fantasy 16 (Square Enix 2023) 

 

While these techniques extend the possible range of actions with a limited controller layout, they also 

introduce difficulties, especially in action games like Final Fantasy 16, where the timing of button 

presses is crucial, which may hinder experience for players with motor and cognitive disabilities. 
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Nevertheless, Final Fantasy 16 has special accessibility rings, which, when equipped, can simplify, for 

example, the execution of combo attacks from several buttons to one, but this is more related to the de-

sign choice of developers (Purslow 2023). 

  

Moreover, immense usage of chords or multiple input types for most buttons can create other chal-

lenges for players, particularly those with cognitive disabilities, who may struggle to memorize these 

button combinations and variations during tutorial sections, leading to player frustration and possible 

disengagement from the game. Therefore, it is essential to provide players with the ability to remap 

buttons, including chords, and adjust input types if a game relies heavily on these techniques (FIGURE 

9.). Despite the benefits of such customization, some games may not include full control remapping 

due to production difficulties. (Xbox 2023, 107; GaG 2024.) For instance, a possible late implementa-

tion of the feature during development, which can require significant resources to retrospectively inte-

grate the features, as it was with Bungie's Tiger Engine in Destiny 2 (Ash 2020). Additionally, limita-

tions inherent in the game engine's input system may also impact the implementation of control re-

mapping features, especially if developers used the game engine for the first time for game develop-

ment, as was the case with Square Enix's proprietary engine used for Final Fantasy 16 (Gamerant 

2023). 

 

 
 

FIGURE 9. Changeable input types in Gears 5 (Microsoft 2019) 

 

For mobile games, the multiple presets technique is the most usable one because of the several reasons. 

Firstly, mobile games are usually more simplistic in terms of game mechanics than games on other 
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platforms and often rely on motion-gesture approaches like swipes or double taps for controls. As a 

result, using presets is a logical choice since the game may only require a few gestures to play. How-

ever, if the mobile game is more complex than a standard 3-row game, developers tend to implement a 

heads-up display (HUD) layout for visual control, which can and should be more customizable in a 

game. This visual control is especially useful for games that are ported from PC or consoles (FIGURE 

10.). 

 

.  

FIGURE 10. Presets of HUD layouts in Fortnite Mobile (Epic Games 2017) 

 

Although some games like Call of Duty Mobile allow players to customize touch controls in terms of 

size, spacing  (FIGURE 11.), these customization options come with a high time cost for developers. 

Additionally, mobile games that support other input devices like controllers provide either presets for 

the controller or one predefined preset. This leads developers to choose presets as a default for re-

mapping controls feature that is present to the player through UI, even in complex mobile games, con-

sidering the diverse range of devices and input methods available to players. 
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FIGURE 11. Customizable Touch Controls in Call of Duty: Mobile (Microsoft 2019) 

 

Also, controls customization should include the adjustment of analog sensitivity. Analog sensitivity 

determines how in-game actions respond to analog inputs, such as mouse or analog stick movements, 

from the player. This sensitivity is particularly important for ensuring smooth control of in-game ele-

ments like the camera, minimizing the impact of motion sickness. (Xbox 2023, 107; GaG 2024.) For 

gamepads featuring dual analog sticks, analog sensitivity plays a key role since each of them is mostly 

responsible for two different aspects of the game – the camera and the character’s movement respec-

tively. For instance, in Mario 64, a single analog stick could be used for the character's movement. By 

moving the analog stick along the X or Y axis, players could control Mario's speed, allowing him to 

either walk or run within the game. Although Nintendo 64 controller analog stick worked quite differ-

ently compared to modern controllers, this concept still applies to them. However, in some cases, play-

ers may prefer to use the controller's directional arrows for character movement instead of the analog 

stick due to their better precision, which should be considered by developers. (Special Effect DevKit 

2023.) 

 

Depending on the disability and the variation, players with disabilities may require different levels of 

sensitivity, from very low to very high. Additionally, if the game supports multiple input devices or 

released on a platform that have two built-in controls and use them in gameplay, for example, gyro-

scope/motion and analog sticks in Nintendo Switch (FIGURE 12.), it is important to ensure that there 

are sliders to adjust the sensitivity of all supported controls. (GaG 2024.) 
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FIGURE 12. Adjustable gyro and controller sensitivity in Fortnite on Nintendo Switch (Epic Games 

2018) 

 

In order to implement these features, developers tend to use an input system technology.  Depending 

on the game engine, this system can help handle input from various input devices. For in-stance, Unity 

has two input systems: Input Manager and Input System. Input Manager is a legacy in-put system that 

is built in into the engine’s editor. This system has limitations, such as limited cross-platform support 

or an absence of a debugger that would help to detect issues in the code more easily. To address these 

issues, Unity released newer Input System, which can be downloaded through Unity’s package man-

ager. The newer system is more versatile and extensive than the legacy one. This system also has sam-

ples like Rebinding UI that provide an easier approach for developers with a set of scripts and prefabs 

to create a UI for players where they will be able to customize their controls. (Lee 2020; French 2023.)  

Some Unity developers do not use either a legacy input system or the newer one due to limitations of 

the previous one and complex documentation of the newer one or if the developers do not have enough 

knowledge for coding using the newer input system. The alternative comes from the asset store, where 

members of the Unity community can build and sell their tools to the developers. (French 2023; Sacco 

2023.) One such tool, which is recommended by the Game Accessibility Guidelines regarding the re-

mapping features, is an InControl API (GaG 2024). Unfortunately, this API does not have extensive 

documentation like a newer input system, which makes it more difficult for developers to use it 

properly. Moreover, it is not a free tool like Unity’s system. The best alternative to the newer Input 

System is a Rewired API, which has been supported for 10 years, has extensive documentation, is a 

debugger, and even supports more devices than Uni-ty’s new input system. However, since Rewired is 

built on top of a legacy input manager, the future deprecation of the input manager in new versions of 
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Unity may affect this alternative usefulness in the future unless it is updated to a newer version of the 

input system. (French 2023.) 

 

 

5.3 Presentation options 

 

Presentation options focus on allowing players to customize the amount of information presented 

through different output channels, leading to an experience that is more approachable and suitable for a 

specific player (Cairns et al. 2019b). Additionally, providing alternative channels for conveying infor-

mation that may not be accessible to all players through the central channel for various reasons, such 

as medical or language barriers, facilitates the barriers these people may face during the game (Yuan et 

al. 2011). 

 

 

5.3.1 Subtitles and closed captions 

 

Among these options, subtitles may be considered an essential feature in games with any in-game 

speech or dialogue since they are considered a text equivalent of and used by most gamers with and 

without disabilities (Xbox 2023, 104). According to Ubisoft, 95 percent of Assassin's Creed: Odyssey 

players and 97 percent of Far Cry New Dawn players did not turn off the subtitles, which were on by 

default, highlighting the need for such feature in games among players (Sinclair 2019). One of the rea-

sons why the subtitles feature is essential is a lack of games that have full audio support in other lan-

guages, which can be explained by the budget and time limitations that companies have, so they pro-

vide only subtitles that are translated into other languages and not multilingual audio dialogue support. 

Therefore, people that do not understand, for example, the English language, tend to toggle the subti-

tles on in-game to their language just to find out what the characters discuss. Also, even if the game 

supports only one language, it is still possible for people who are highly interested in the game to use 

some AI-translation software or online dictionaries that can be used to understand the gist of in-game 

dialogues. Additionally, even if people understand the language the characters in-game speak in, most 

of them still toggle the subtitles on due to the clarity and comprehension they provide to the players, 

especially in complex dialogues and fast-paced action scenes. (Xbox 2023, 104; Zieliński 2023.) 

  

On the other hand, closed captions differ from the subtitles since they are text equivalents of all in-

game audio and not only the speech as the subtitles. The in-game audio usually refers to full motion 
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videos (FMVs), cutscenes, non-player chatter, music, and audio cues of actions that happen in the 

game (i.e. footsteps, wind). Unlike subtitles, closed captions cater specifically to players with hearing 

disabilities, ensuring they can fully comprehend the game's sensory information through visual text 

representations. (Xbox 2023, 104; GaG 2024.) Therefore, it is not surprising to see the subtitles more 

ubiquitous as a feature in games than the closed captions. 

 

To effectively implement subtitles and closed captions in video games, developers should consider 

three crucial aspects: the user interface, event triggers, and timing. There are no standards on how the 

subtitles must look, compared to other media, but there exist recommendations from various authors or 

companies regarding how they should look, and most of them rely on the standards that are established 

by BBC and Netflix. (GaG 2024; Zucconi 2021.) One of the techniques from these recommendations, 

which is used for all UI elements and not only subtitles and captions, is the existence of a strong con-

trast ratio between the text/visual cues (i.e. buttons, icons, etc.) and background behind this text that 

enables people with low vision or cognitive disabilities to comprehend the text easier (Hamilton 2015). 

Contrast ratio in UI design is the measurement of the ratio of the luminance between two colours 

brightest and darkest shades. The contrast ratio represents how much brighter the text/visual elements 

(foreground) are compared to the background, and typically, the higher this contrast ratio, the better 

the visibility of the UI element. (Xbox 2023, 102; WCAG Techniques 2023.) Nevertheless, according 

to Microsoft Accessibility Guidelines (2023, 102), the minimum requirements for UI elements contrast 

ratio differ since the elements in the game can vary in terms of sizes (TABLE 2.).  

 

TABLE 2. Recommended minimal contrast ratio for specific text sizes (adapted from Xbox 2023, 102) 

 

Text size Contrast ratio 

Standard-size text or visual elements 4:5:1 

Large-scale text and visual elements 3:1 

Inactive-element text 3:1 

High contrast mode elements 7:1 

Placeholder or input field text 4:5:1 (standard size) 3:1 (large scale) 

 

In order to calculate the contrast ratio between the UI elements, developers tend to use specific tools or 

their APIs such as, Color Contrast Analyzer, Accessibility Insights for Windows, etc. The advantage of 

these tools is that they show developers if the UI elements passed the requirements of minimum 
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contrast ratio according to WCAG. (Xbox 2023, 102.) Another technique, which is used for subtitles 

and closed captions to increase the contrast, is called letterboxing. Usually, this technique associates 

with story driven games that uses it, so that the game would look more cinematic. When it comes to 

contrast, the gist of the letterboxing is to put the text against a solid or semi-opaque background to in-

crease the contrast between the text and background (FIGURE 13.) (Hamilton 2015).  

  

 

FIGURE 13. Use of letterboxing for subtitles in Marvel's Spider-Man (Sony Entertainment 2019) 

 

Furthermore, by implementing other recommendations, such as large text sizes, ensuring adequate 

spacing, avoiding excessively long text lines, positioning captions towards the bottom of the screen, 

and distinguishing between speakers by displaying their names and also presenting them in a specific 

colour, it is easier to follow the in-game dialogues or monologues. Additionally, it is crucial to differ-

entiate the appearance of subtitles and closed captions to avoid confusion for players with hearing dis-

abilities, for instance, by using brackets for sounds or playing music (FIGURE 14.). (Xbox 2023, 104; 

Hamilton 2015.) 
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FIGURE 14. Differently coloured names of the characters in subtitles and differentiation between sub-

titles and captions in Marvel's Guardians of the Galaxy (Square Enix 2021) 

 

Notably, the font of the text should be a clean sand serif, and it is the best font for all players, even for 

people with dyslexia. Although the GAG and Xbox guidelines recommend giving the option of using 

OpenDyslexia-dyslexia font for people with dyslexia, recent studies that compared these two fonts, 

show that for people with dyslexia it is easier to comprehend the text with a standard font than the dys-

lexia friendly fonts. Therefore, it is instead recommended not to include these kinds of fonts in the 

game and to stick to the standard ones. (Kuster, van Weerdenburg, Gompel & Bosman 2018; Wery & 

Diliberto 2017.) 

 

The other aspect of subtitles and closed captions is how long and when they should be displayed, refer-

ring to event triggers and timecodes. Event triggers are a way of handling gameplay subtitles and cap-

tions, which are triggered by in-game interactions, whereas cinematic scenes, which are similar to 

movie scenes, are fully scripted and, depending on how the audio file of this cinematic scene is han-

dled, it is possible to use timecode metadata to play corresponding voice line, instead of event triggers. 

Unity has the UnityEvents system that can be utilized to trigger gameplay subtitles and captions. In 

this system, Events are components with which it is possible to subscribe the specific event to different 

functions (events) and call them subsequently when this event is triggered. For example, when a player 

dies in a game, it can be represented as a death event and triggered when the health bar reaches zero so 

that other functions to which this event has been subscribed, which can be responsible for updating UI, 

game states, are being called (FIGURE 15.). (French 2022.) 
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FIGURE 15. Example of in-game situation usage of Unity's Event System (adapted from French 2022) 

 

Also, these events are helpful since they allow the check of whether the response to the action is 

needed only when the action is triggered, instead of continuous checking (French 2022). On the other 

hand, according to a game producer, Kari Hattner (n.d.), for FMVs or cinematic cutscenes, the situa-

tion may differ since the audio can be handled differently. From his experience, this cinematics can be 

represented as a one squeezed audio file with all the voice tracks mixed in. In these cases, developers 

tend to use timecode metadata to play each line at the correct time. One of the ways to create this 

metadata is by parsing a SubRip Subtitle file (SRT). SRT file is a plain-text file that includes the start 

and end timecodes of the subtitles/captions as well as a sequential number of subtitles (FIGURE 16.). 

(Forsey 2021.) 
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FIGURE 16. Example of a SRT file  

 

This approach offers explicit advantages as it simplifies the process of providing localization for multi-

ple languages through a file name prefix. By separating the code from the content, it is easier to local-

ize the text for translators. Additionally, by using SRT files, it is possible to “provide localization for 

any number of languages or dialects based on e.g. a file name prefix”. (Vive Developers n.d.)  

Unreal Engine has the built-in dialogue functionality, but it is not as customizable and flexible (i.e. not 

possible to change the fonts size and position of subtitles) as a system that can be created specifically 

for the dialogue and captions, for example, by using data tables and canvas panel for customizing the 

text (Aspland 2024). 

 

 

5.3.2 Independent volume control  

 

A standard video game comprises different types of sound, such as music, sound effects (SFX), ambi-

ent sounds. By giving players the option to customize each of these sounds according to their prefer-

ences and needs, both people with and without disabilities can benefit from it. This customization re-

duces the need for constant adjustments through their device's volume controls. For instance, if a game 

features only one slider controlling all audio elements, players may encounter difficulties with the vol-

ume of a specific sound during gameplay or cutscenes. Nevertheless, it is still important to have a mas-

ter volume slider that would control all sounds in case a player does not want to set each slider at a 

time or wants to turn off all sounds instantly. (Xbox 2023, 105; GaG 2024.) 
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To categorise the sounds and create a slider for each sound, developers tend to work with audio mix-

ing tool provided by the engine. In Unity, the Audio Mixer asset (FIGURE 17.) is responsible for that 

since it allows mixing various audio sources and applying various effects to them. By creating new au-

dio mixer groups and adding them as children to the master group, it is possible to create C# scripts for 

sliders and connect each audio group mixer channel to its own slider. (Unity Manual 2023.) 

 

 

FIGURE 17. Audio Mixer in Unity (Unity) 

 

Notably, a volume slider value is linear, where each increment is even, whereas the audio mixer atten-

uation, which is measured in decibels (db), is logarithmic, where each increment represents an expo-

nential increase in value, which is better for humans since humans’ ears perceive sounds logarithmi-

cally. Therefore, without converting the slider value to logarithmic, the slider would become exces-

sively sensitive, making precise adjustments of the volume challenging. To ensure accurate volume 

adjustment in the option, it is necessary to convert the volume slider value to logarithmic by using a 

math formula for decibels: 

𝑑𝐵 = 20 ∗ log⁡(
𝑉𝑎𝑙𝑢𝑒⁡2

𝑉𝑎𝑙𝑢𝑒⁡1
) 

where dB stands for decibels, Value 2 and Value 1 stand for intensity ratio of two sounds. 

Additionally, it is important to set the minimum slider value to 0.001 to not break the slider at zero 

value. (French 2018.) 
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5.3.3 Spatial audio support 

 

In most games, the objects in the game environment are implemented through the visuals, such as the 

next objective, characters, and warnings (i.e. reload, low health). According to Gröhn and Lokki 

(2006), audio cues are about twice as effective as visual ones when it comes to locating these objects. 

Although these audio cues are not so effective, people with no vision are not able to perceive these vis-

uals and have to rely on these cues. Additionally, Gröhn et al. (2006) measurements highlight that 

players use audio cues (if they exist) first to approximately locate the in-game object, while visual cues 

(if they exist) are used for the final approach. Nevertheless, with two ears, humans are able to locate 

sounds in three dimensions: direction, elevation, and distance – this helps to find, for example, mobile 

phone more easily when someone calls. This process involves several auditory cues, including interau-

ral level differences (ILD), interaural time differences (ITD), and spectral effects. Interaural time dif-

ference (ITD) is the time difference between the arrival of sound waves at humans’ left and right ears, 

which is crucial for determining the horizontal location of low-frequency sounds. ITD varies based on 

a sound source's horizontal position relative to the listener, with greater distances resulting in larger 

time differences. On the other hand, interaural level differences (ILD) are utilized for higher-frequency 

sounds, as humans cannot rely on ITD for their detection. Furthermore, as sounds from different direc-

tions interact with the inside of humans’ outer ears, they produce changes in frequency, which are 

called spectral effects. These frequency alterations aid in determining the vertical position of a sound 

source (FIGURE 18.). (Google Resonance Audio N.D; VRTonung n.d.) 

 

 

FIGURE 18. Illustration of ILD and ITD for a sound incident from the left side of the head (adapted 

from Francart 2008, 8) 

 

This means that even if the game has audio cues, we still need to simulate 3D sound to locate where 

the sounds are coming from. Spatial audio technology, which heavily relies on the Head-Related 

Transfer Function (HRTF) technique that measures changes in the ITD and ILD, as well as other 
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techniques for encoding, allows developers to simulate similar sound waves on headphones by creating 

an illusion that the in-game sounds are coming from specific locations in the game world. (Google 

Resonance Audio n.d.; Broderick, Duggan & Redfern 2018.) Mostly, developers tend to use special 

middleware solutions, which are used as plugins in the game engines, to simulate spatial sound be-

cause the creation of spatial sound system would take too much time due to the complex algorithms, 

physics, optimization, etc. There are two most popular plugins that are used by game developers and 

game sound engineers – Wwise and fmod. These tools provide various features, including spatial au-

dio, to affect the audio and are supported by both Unreal Engine and Unity, including other game en-

gines like Godot, which would take a bit more time to configure compared to UE and Unity. Addition-

ally, Google released its own open-sourced SDK in 2018, which is focused on spatial audio alone and 

supported by both game engines and is called Resonance Audio. Google’s solution is also free to use 

for everyone, whereas Wwise and fmod have their own licensing models, which makes Resonance Au-

dio a viable choice for indie developers who have a tighter budget than game studios. Notably, Wwise 

offers support for the Project Acoustics plugin, created by Microsoft, which developers can use to sim-

ulate acoustics in the game. Project Acoustics allows developers to simulate more realistic movement 

of the sound between in-game spaces and the sound within these spaces (Xbox Project Acoustics 

2023). Therefore, creating a better audio experience for players, particularly those with no vision, by 

providing a more immersive and spatially realistic auditory environment. 

 

 

5.3.4 Customization of visuals in motion 

 

There are various visuals in motion techniques that are used in games for different purposes. Camera 

shaking is highly used in cinematographic moments of the game or a motion blur, which is one of the 

post-processing techniques, and is added for different reasons, such as achieving a greater sense of re-

alism or reducing artifacts in games that occur because of some GPUs miscalculations during post-pro-

cessing (Wilde 2023). Nevertheless, these techniques can negatively affect people with heightened 

sensitivity to them, leading to dizziness or nausea. But since these techniques are added to the game, it 

is not a problem to turn them off by providing such an option for players. (Xbox 2023, 117.) 

Developers that make 3D games, especially first-person ones, also take into consideration Field of 

View (FoV). This parameter, simulated by a 3D engine like Unity, determines the viewing angle 

through the in-game camera. FoV, typically measured in degrees, mirrors the 360-degree scope of the 

game world. For example, a game with a default FOV of 90 degrees allows the camera lens to capture 

the in-game environment within this specter, which is then rendered and displayed on the screen. 
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While the human eye naturally has a field of view of approximately 60 degrees, providing a focused 

vision, binocular vision enhances this with a central focus point. Furthermore, humans possess a pe-

ripheral vision surrounding humans’ focal area, which detects movement but lacks detailed focus. In 

contrast, the in-game camera offers flexibility, with its FOV ranging from 0 to 360 degrees. However, 

maintaining the same FOV across different platforms, such as console and PC versions of a game, can 

lead to motion sickness among some players. This issue appears due to two primary factors influencing 

how the screen occupies a player's visual field: screen resolution and viewing distance. For instance, 

console players do not sit too close to a TV and, therefore, a field of view of about 60 degrees is 

enough to prevent motion sickness, whereas PC players sit near the monitor, and if the game has the 

same FoV as the console version it leads to a mismatch between the incoming visual information and 

incoming vestibular information. Additionally, there are monitors that differ from each other in terms 

of screen resolution, highlighting the importance of FoV customization. Therefore, the in-game FoV 

customization option can decrease the number of players who would feel dizziness or nausea. (FZD 

School 2010, Xbox 2023.)  

 

In Unity, there is an API and a script example of a FoV slider implementation using this API which is 

called Camera.fieldOfView that facilitates the implementation of this feature for developers (Unity 

Documentation 2023). 

 

 

5.3.5 Customization of UI elements 

 

The user interface customization accessibility feature caters to the needs of people with low vision or 

people with situational factors impacting their vision, such as playing on devices that make UI ele-

ments appear small. To implement not only this feature but a more compelling and flexible UI, devel-

opers rely on implementing adaptive and responsive UI designs, which are the advanced layout tech-

niques in UI design. The main philosophy of the responsive UI is to create an interface that would 

adapt to different screen sizes and resolutions. (Gupta 2023.) In Unity, several layout techniques are 

used to create such a design: anchor points, content size fitters, and layout groups. Achor points allows 

to specify a point within the UI element (i.e. HUD elements like health bar) that determines its posi-

tion-ing on the screen, making it easier to adjust UI elements size based on the device screen size. On 

the other hand, content size fitters allow the automatic control of the size of the UI element depending 

on the amount of text inside it. (Hardik 2023.) This tool is also preferrable to use when developing UI 

if developers plan to translate their game into other languages. Each of the languages has its own 
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differences, and they have an effect on the content within UI elements. For instance, according to Mo-

hammed Al-Batineh (2021, 60-62), the absence of acronyms in Arabic and the length of the equivalent 

Arabic terms differ from English. This variation can lead to situations where the size or positioning of 

UI elements needs to be adjusted to accommodate longer text strings. Otherwise, the translation team 

would need to decrease the font size of the content within the UI element, leading to worse readability. 

(Al-Batineh 2021, 60-62.) Therefore, setting anchor points appropriately becomes crucial to ensure 

that UI elements automatically adapt to text variations across different languages. As for the layout 

groups, they allow us to adjust the layout of several UI elements at once, for example, to align several 

UI elements for better adjustments of these elements for various screen sizes and resolutions (Hardik 

2023). 

 

Adaptive UI, which is sometimes called multi-platform design, is an adaptable design that caters to the 

needs of the end user (Hardik, 2023). This is where UI customization plays a major role in the imple-

mentation of such UI techniques. Unity developers tend to use Unity’s UI ToolKit to provide players 

with the ability to customize UI elements in terms of size, colour, etc. 

 

 

5.3.6 Color customisation 

 

Colour customization relates to a possibility of changing various in-game objects, including textures’ 

colour for 3D games, sprites’ colour for 2D games, UI objects (i.e. Health Points bar, destination 

marker). Mostly, this feature is beneficial for people with any of the visual blindness sub-types from 

deuteranopia (inability to see red/green colours) to achromatopsia (inability to perceive most or all col-

ours) because this disability affects the perception of colours.  The significance of implementing this 

customization feature can vary depending on the role of colours in specific in-game scenarios, such as 

solving puzzles, fast orientation using UI elements like map icons. (GaG 2024; Xbox 2023, 102.) For 

instance, in Paper Mario the Origami King, the final boss has multiple stages that a player must beat in 

order to defeat the boss, one of them includes a colour-matching puzzle with a short time limit. The 

added time limit affects the ability to solve this puzzle for people, for example, with deuteranopia time 

since it would take more attempts for them to solve it because of the low contrast between the colours 

of the tiles (FIGURE 19.). (Perry 2022.) 
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FIGURE 19. Colour puzzle in Paper Mario the Origami King from the perspective of the person with 

normal vision and deuteranopia (Nintendo 2020) 

 

In order to avoid such situations, it is important to know if the game needs to have a colour customisa-

tion or a specific in-game situation like the puzzle mentioned before can be redesigned into one that 

does not rely on colours. Nevertheless, to determine if a specific in-game situation would be less ap-

proachable for people with colour-blindness, developers tend to create their own colour-blindness tool 

(FIGURE 20.) that would let them to simulate the experience of people with such disability. Usually, 

this tool comprises of different colour blindness filters that post-process the rendered final image by 

GPU. This also be referred to as one of the post-processing techniques. (Zucconi 2015.) 

 

 

FIGURE 20. Example of colour blindness tool (Watterson 2022) 
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To create such filters, developers utilize image effects. These effects, implemented as scripts and at-

tached to cameras, can manipulate the rendering output, or image, in various ways. In Unity, these ef-

fects are typically computed using shaders (FIGURE 21.), which are concise C# scripts responsible for 

rendering graphic data. On the other hand, rendering refers to the process of generating an image on 

the GPU. (Zucconi 2015; Kodeco 2020.)  

 

 

 

FIGURE 21. The process of rendering graphic data with shaders (adapted from Kodeco 2020) 

 

It is important to note that while shaders play a crucial role in rendering, individual shaders are not re-

sponsible for the entire rendering process. Instead, different types of shaders collaborate to render the 

complete image. Among these shaders, the Fragment Shader stands out as it is specifically responsible 

for determining the color of each individual pixel in the rendered image, therefore, the one that can 

help to alter a texture (3D) or sprite’s (2D) colours. Whether the game operates in three-dimensional 

(XYZ - 3D) or two-dimensional (XY - 2D) coordinates, the Fragment Shader remains one of the best 

ways to manipulate the colors of visual elements to create specific filters. (Zucconi 2015; Kodeco 

2020.) 
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6 CHALLENGES AND LIMITATIONS 

 

The video game industry has become more aware of the importance of accessibility in video games. 

Microsoft, Sony, and Nintendo, as the main representatives of the console market, spend more and 

more resources on accessibility in their video games. For example, two games developed by the com-

panies owned by Sony, God of War: Ragnarok and The Last of Us 2, won the award for "Innovation in 

Accessibility" at The Game Awards, which is an annual awards ceremony where video games are re-

warded for their achievements. Additionally, new accessibility hardware has been developed by Sony 

and Microsoft. For instance, Sony has recently released its Access Controller in response to Mi-

crosoft's Adaptive Controller. Furthermore, Microsoft has been even more dedicated to accessibility by 

developing its guidelines for game developers in collaboration with industry experts and the disability 

community. Other companies are also putting effort into making their games more accessible by hiring 

accessibility experts to develop new accessibility features effectively. (Farokhmanesh 2021.) Moreo-

ver, Electronic Arts has launched its accessibility patent pledge so that other developers can use EA's 

"most innovative technologies designed to break down barriers for players with disabilities" for free 

(Electronic Arts 2021). Indie developers and smaller companies are contacting charities like the 

AbleGamers Foundation to ask for help with accessibility in their games (Farokhmanesh 2021). Alt-

hough the video game industry has become aware of why accessibility is needed and significantly im-

proved in terms of accessibility, the challenges are still present, especially for indie developers, which 

make it difficult to foster the implementation of features and changes in game design to more accessi-

ble so that games become accessible for everyone. 

 

 

6.1 Lack of resources and inconsistency  

 

Implementation of accessibility features comes at a cost either in terms of time, budget spent, or both. 

For instance, to implement features that are not depicted in the GAG basic section, it is recommended 

to have a disability test team to make corrections and improvements to the features, like audio cues or 

audio descriptions. (GaG 2024, Cairns et al. 2019b.) Nevertheless, indie developers cannot afford to 

hire so many people for testing purposes. Although it is possible to get feedback from people with dis-

abilities who played the game, it is well-known that adding new features post-release costs more than 

designing them starting from the pre-production (Powers, Nguyen, & Frieden 2015). Additionally, 
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features like audio description require developers to hire a professional and record their voice lines for 

all in-game actions, especially if the game is not a visual novel, where most actions are told through 

text and not visuals. Most indie developers and small studios cannot afford that. Therefore, it is neces-

sary to have a smaller list of requirements for small game studios and indie developers when it comes 

to game accessibility. On the other hand, AAA studios have enough time and budget to hire profes-

sionals and design accessibility features during the whole game development phase. Therefore, it is not 

surprising that these studios are winning awards for innovation in accessibility and getting praise from 

the disabled community. However, there can be an inconsistency in the number of accessibility fea-

tures in different games published by the same company despite the company owning the rights to 

these games. Comparing the remapping controls feature of the recently released The Legend of Zelda 

Tears of the Kingdom to Kirby and Forgotten Land, it is surprising that Zelda, which was released two 

years after Kirby, does not have either fully remappable controls or different presets of controls, 

whereas Kirby has provided players with various presets. (Bunting 2023; Family Gaming Database 

2022.) Notably, Kirby was developed by HAL Laboratory, an affiliated studio of Nintendo, while 

Zelda was created by Nintendo EDP, the division responsible for developing games at Nintendo. This 

highlights the importance of AAA companies establishing in-house accessibility standards for their in-

tellectual properties (IPs), even when games based on these IPs are developed by affiliated studios. 

 

 

6.2 Lack of Accessibility Standards in the Video Game Industry 

 

The problem with inconsistencies between studios could be solved with the accessibility standards for 

games, which other media have. And there are requirements, which were released in 2018, that are out-

lined in the 21st Century Communications and Video Accessibility Act (CVAA) legislation. Games 

that are released after December 31, 2018, in the USA, either through game stores like GameStop or 

digital storefronts like Steam, should comply with this legislation. The issue with this legislation and 

other legislations with equivalent provisions for local game markets, like the European Accessibility 

Law in the European Union, is that they are required to provide accessibility “as reasonably as possible 

to people with disabilities” in-game communication functionality, such as text/voice/video chat. This 

means that if a game lacks these communication features, which are common in many video games, 

developers are not obliged to make their games accessible. Moreover, even if these features are pre-

sent, they only have to meet these accessibility standards, leaving other sides of the game that may im-

pact the experience of people with disabilities. This approach can lead to inconsistencies within the 

same game, where communication functionalities may achieve a certain level of accessibility while 
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other aspects remain inaccessible. Even though it is appreciated that the level of accessibility of com-

munication features depends on the developers’ reasonable effort and budget, these fragmented stand-

ards fail to address the accessibility needs of all players, particularly those with disabilities. (Igda-gasig 

n.d., Johnson 2019.) 
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7 CONCLUSION 

In summary, this thesis aimed to examine the technologies and techniques that are used for the imple-

mentation of the accessibility features that belong to the access level of the Cairns vocabulary so that 

developers would have a better understanding as to what features are needed for people with and with-

out disabilities and where to start the implementation of such features. Additionally, the differences 

that various game platforms have, especially mobile and PC with consoles, in implementing and de-

signing the same accessibility features that developers should consider delivering the same result for 

all platforms were discussed. By analysing accessibility guidelines and existing resources, including 

literature, articles, and presentations by experts in the field, the best practices in the implementation of 

accessibility features were identified, and techniques and technologies that are employed for these 

practices were discussed in addition to differences between game platforms when it comes to accessi-

bility features implementation. Furthermore, the study aimed to understand the limitations and chal-

lenges impacting the implementation of game accessibility features. This included exploring resource 

constraints during game development and the absence of standardized accessibility guidelines in the 

gaming industry. In this thesis, a qualitative research approach was applied with a thematic analysis 

method for data analysis of the existing literature on the accessibility features in video games. 

It is important to note that this research focused exclusively on accessibility features aligned with the 

access level of the Cairns et al. (2019) vocabulary, so other features that fall within the challenge level 

of the Cairns' vocabulary were neglected. Moreover, due to restricted access to certain proprietary lit-

erature and technologies employed by game studios, some aspects of accessibility features and their 

implementation were not fully explored in this thesis. Future research could address these issues, 

providing a more detailed view of other accessibility features. 
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