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Abstract 

Over the past years, cybercriminals and other adversaries exploiting information systems have continuously 
developed their capabilities to breach systems in an attempt to gain access to the confidential information 
of organizations. The practicality of threat intelligence is that, based on this information, threat events can 
be predicted, and the organization's information security capabilities can be adapted to prevent such at-
tacks. 
 
The continuous increase in the amount of threat information has led to a situation where successful utiliza-
tion of threat intelligence requires consistency and structure. There is no single correct method for devel-
oping a successful threat intelligence management model. A threat intelligence program should support the 
organizations business requirement for it to be useful. In order to achieve this, sufficient maturity and will-
ingness are required from the organization. 
 
As a result of the research, a threat intelligence management model was developed utilizing tools, frame-
work and processes. In order to test and evaluate the concept, a threat hypothesis was carried out, com-
bined with existing processes and tools of the organization. The concept provides a basis for technical cy-
bersecurity functions for processing threat intelligence and for the continuous development of threat 
intelligence management. Interview with the stakeholders of the commissioning organization was utilized 
in assessing the suitability of the concept. 
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Tiivistelmä 

Kyberrikolliset sekä muut tietojärjestelmiä hyväksikäyttävät tahot ovat viimeisten vuosien aikana jatkuvasti 
kehittäneet kyvykkyyksiään murtautuakseen organisaatioiden järjestelmiin ja saadakseen pääsyn luotta-
muksellisiin tietoihin. Uhkatiedon käytännöllisyys esiintyy sillä, että näiden tietojen pohjalta uhkatapahtu-
mia pystytään ennakoimaan ja mukauttaa organisaation tietoturvakyvykkyyksiä hyökkäysten estämiseksi. 
 
Uhkatiedon määrän jatkuva lisääntyminen on johtanut siihen, että sen onnistunut hyödyntäminen vaatii 
johdonmukaisuutta ja rakenteellisuutta. Hyödyllisen uhkatiedon hallinnan mallin kehittämiselle ei ole yhtä 
oikeaa menetelmää, vaan se on määriteltävä vastaamaan liiketoiminnan tietoturvan tarpeita. Tämän saa-
vuttamiseksi organisaatiolta vaaditaan riittävää kypsyyttä sekä tahtotilaa.  
 
Tutkimuksen tuloksena kehitettiin uhkatiedon hallinnan malli hyödyntäen työkaluja, viitekehystä sekä pro-
sesseja. Konseptin testaamiseksi ja arvioimiseksi suoritettiin uhkahypoteesi, johon liitettiin organisaation 
olemassa olevia prosesseja ja työkaluja. Konsepti antaa teknisille tietoturvatoiminteille pohjan uhkatiedon 
käsittelemiselle sekä uhkatiedon hallinnan jatkuvalle kehittämiselle. Konseptin sopivuutta toimeksi anta-
vaan organisaatioon arviointiin sidosryhmän haastattelun avulla. 
 
Avainsanat (asiasanat) 
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1 Introduction 

The transformation to digital connectivity has made cybercrime a profitable business for criminals. 

Several types of cyber-attacks, ranging from phishing attacks, frauds, and blackmailing money us-

ing ransomware attacks, are present threats in today’s world. This criminal activity evolves rapidly, 

becoming more organized and sophisticated (Interpol, n.d.). The Europol SOCTA 2017 report on 

organized crime presents that the cybercriminal economy is driven by technological innovation 

and internet connectivity. The expansion of digital surfaces via developments like the Internet of 

Things (IoT) and other connected devices allows cybercriminals to conduct criminal activities re-

motely and even anonymously. This activity is made further accessible with the availability of at-

tacking tools and Cybercrime as a Service. These attacks target not only public and private sector 

organizations but also individual citizens (Europol, 2017). 

However, organized crime is not the only threat actor capitalizing on the continuing connectivity. 

The digital landscape allows various groups of threat actors with malicious intent to exploit weak-

nesses and vulnerabilities in connected devices, to gain access or otherwise disrupt the systems of 

their victims. These threat actors have distinct goals, methods, and motivations behind their ac-

tions (Canadian Centre for Cyber Security, 2022). 

It is not possible to defend against threats if there is no information about their existence. The util-

ity of threat intelligence comes from the fact that it enables the description of phenomena that 

have the potential to cause harm. By itself, this information is not necessarily beneficial, but by en-

riching it with sufficient context, the decision-makers should understand the threats and take the 

necessary actions to protect against them. The dynamics between attackers and defenders con-

stantly change over time, along with the development of their capabilities. With this development, 

it has become clear that the attackers' abilities have become more sophisticated than before. As 

technology has become more integrated with critical functions of society, threat intelligence aims 

to inform us how to protect these functions from being abused by these increasingly capable ad-

versaries (Lee, 2023). 
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A Cyber Threat Intelligence survey from 2016 conducted by SANS Institute presents that only 25,9 

percent of respondents affirm that they have either a mature or fully mature Cyber Threat Intelli-

gence (CTI) program in place, 40,5 percent claim that their CTI program is still immature but devel-

oping, 27,7 percent admit that their CTI program is immature or just starting, and 5,9 percent do 

not have a CTI program at all. The survey concludes that threat intelligence is seen as an increas-

ingly valuable tool within the field of information security (Bromiley & SANS, 2016). 

Even if executives see threat intelligence as an increasingly valuable tool, Bussa (2023) summarizes 

the key pitfalls of successfully implementing threat intelligence from Gartner’s 2023 Market Guide 

for Security Threat Intelligence Products and Services report: 

• Incomplete formalization of the threat intelligence program resulting in inadequate defini-
tion of requirements, lack of actionability and viability of a long-term intelligence program. 

• Being overwhelmed with data caused by a lack of defining the key focus areas. Priority in-
telligence requirements should be defined and used to identify the tools and resources re-
quired to develop a thriving threat intelligence program. 

• Acting based on threat intelligence remains the key goal of security managers, as having 
knowledge and understanding is not enough if priority intelligence requirements are not 
met. 

 

1.1 Thesis background and objectives 

The thesis subject came up in discussions with the authors' team manager and team members. 

The employer is a cooperative where the author is part of the Cyber Security team. The topic was 

part of Cyber Security operations development where it was speculated that threat intelligence is 

currently underutilized in the Cyber Security Operations Center (CSOC) and Computer Security In-

cident Response (CSIRT) operations.  

The primary objective of the research was to investigate methods for building a security opera-

tions management model for threat information and its processing. The main purpose of the man-

agement model was to enhance and streamline the capability of the centralized CSOC and the 

CSIRT team to understand, detect, respond to, and prevent threats in the organization’s digital en-

vironment. Part of developing the management model was to assess the organization's current 

and target maturity level concerning the handling of threat information. 
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The initial chapters of this research delve into the core concepts of 'what,' 'why,' and 'how' of 

threat intelligence. The objective was to build a comprehensive understanding of multiple facets 

of threat intelligence, thereby strengthening the knowledge base. With this understanding, suita-

ble reference frameworks, best practices, and tools for managing threat intelligence were re-

searched and evaluated for the best fit to support demonstration of the research.  

The target result of the research was to create a solid base on which the cyber security team can 

begin further development of the necessary tools and processes for utilizing threat information 

and for the continuous development of the management model. The management model should 

also assist the cyber security functions with creating various metrics and statistics for distinct 

stakeholders to aid the business in preparing for emerging threats and improving its overall cyber 

security resilience.  

1.2 Research design and methods 

Cyber threat intelligence as an independent practice has been around for about a decade since the 

first threat reports by security researchers started to emerge, according to Roberts (2021) this was 

marked by Mandiants report on APT1. While literature about threat intelligence has gained some 

traction in recent years, a lot of research concentrates on the phenomenon and guiding principles 

of threat intelligence, rather than the practicality of it. Even if many entities in the cyber security 

field have published directional guidelines in recent years, the implementation of profound threat 

intelligence practices remains a complicated matter. The thesis aims to establish answers to the 

following research questions: 

1. How to use threat intelligence efficiently in organizations' security operations to assist with 
preventing security breaches? 

2. What frameworks and tools can be used to develop suitable threat intelligence practices to 
meet the target organization's security related needs? 

3. How can threat intelligence practices be established as a part of technical cyber security 
operations? 

4. How to generate threat-related metrics and statistics to assist in defining security related 
business needs? 
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Design science research methodology (DSRM) is well applicable in research where the goal is to 

enhance organizational capabilities by designing new and innovative methods and models. Design 

science research is fundamentally a problem-solving paradigm and the method is used to study 

dilemmas in real-world environments. An essential component to DSRM is the objective of gener-

ating knowledge about the subject of research, including elements such as technology, business 

processes and how to align the subject of research with organizational strategy (Brocke et al., 

2020).  

The DSRM was chosen as the methodology in this research as the objective is to demonstrate a 

solution implemented to a pre-existing environment. The project follows a framework for design 

and development research presented by Ellis and Levy (2010) in Figure 1.  

 

Figure 1. Design & Development research framework (Ellis and Levy, 2010) 

Qualitative research requires interpretation of information collected using different methods to 

gain knowledge about a subject or phenomenon (Merriam & Tisdell, 2015, p. 105). The research 

process utilizes qualitative methods such as data mining from various literature sources and group 

interview to gather feedback. The research topic was commissioned by the authors organization, 

and as such includes focus-group workshops consisting of professionals from the organizations 

cyber security team.  
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While the research topic itself is not remarkably unique, the nature of it is highly subjective de-

pending on multiple factors, such as organization structure, maturity of security operations, busi-

ness needs and resources. A one-size-fits-all solution does not seem to exist, but organizations 

must develop their capabilities based on these factors. The target organization is a relatively large 

cooperative with multi-industry businesses including logistics, finance, retail, and hospitality busi-

nesses, making the threat landscape vast, and emphasizing the necessity of threat intelligence. 

1.3 ISF Standard of Good Practice 

The Information Security Forum (ISF) Standard Of Good Practice (SOGP) is a guide that assists or-

ganizations in managing their information security risks, by introducing various guidelines covering 

multiple current and emerging topics, regarding the threats and risks an organization may face 

(Haken et al., 2022). Threat intelligence related controls are covered in section TM1.4. The princi-

ple of threat intelligence presented in SOGP is that “A threat intelligence capability should be es-

tablished and supported by an intelligence cycle and analytical tools” (Haken et al., 2022, p. 354). 

Additionally, the objective presented by SOGP is “To provide information and situational aware-

ness about past, present and predicted attacks, supporting information risk related decision and 

actions” (Haken et al., 2022, p. 354). 

The ISF SOGP Security healthcheck assessment summarizes the threat intelligence related princi-

ples into four questions that can be used by organizations to assess their current maturity level in 

threat intelligence. In context of this research the questions are rephrased to the following four: 

• Does a capability to create and manage threat intelligence exist with sufficient analytical 
tools and an intelligence cycle supporting it? 

• Is the range of external and internal sources for information about threats and other sup-
porting details sufficient? 

• Does the capability to perform specialized activity leveraging threat intelligence exist to 
identify activity that may lead to a security breach? 

• Does a process exist for regular review and improvement of intelligence capabilities? 
 

As part of threat intelligence maturity assessment, this research aims to answer these questions 

by assigning a quantitative value to each question to assess the starting level of the development 

process. 
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2 Threat intelligence 

Threat intelligence (TI) is information and data about various threats that has been analyzed, en-

riched, or otherwise processed adding context to the information for further utilization (Johnson 

et al., 2016). This data may then be used to understand various threat actors’ rationale, objective, 

and behaviors (Baker, 2022). Sources for threat information may be found both in open source 

and commercial solutions. Common technical forms of threat intelligence are IP addresses, do-

main names, malicious URLs, hashes of files or malware and other similar identifiers (Chapple & 

Seidl, 2020, p. 36). However, just being aware of the threats is not enough. Threat intelligence 

should be relevant, current, and actionable (Kirschner, 2021). This is where threat intelligence 

management processes help in turning the overwhelming amount of available intelligence, to in-

formation making cyber security operations more efficient. 

2.1 Levels of Threat Intelligence  

Threat intelligence comes in different forms and various threat intelligence have distinct stake-

holders, depending on their priorities and threat intelligence use cases (Kirschner, 2021). Threat 

intelligence can be divided into three levels of intelligence: tactical-, operational-, and strategic 

threat intelligence (Baker, 2022). 

2.1.1 Strategic threat intelligence 

Strategic threat intelligence helps the higher management personnel with decision making capa-

bilities to direct resources and investments in alignment with strategic priorities. Strategic intelli-

gence is often produced via human data collection and enriched with analysis that requires inti-

mate knowledge of cybersecurity and the influence and consequences of geopolitical incidents. 

The most generic form of strategic threat intelligence is reports (Baker, 2022). Strategic threat in-

telligence may give insight into the company's security posture, risk profile, and broader security 

strategy. The stakeholders of strategic threat intelligence should include higher management, ex-

ecutives, and chief information security officers (CISOs) (Snyk, n.d.). 
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2.1.2 Tactical threat intelligence 

Tactical threat intelligence comes in the form of indicators of compromise (IOCs), is technical in 

essence, and focuses on the instant future. The most usual forms of tactical threat intelligence are 

IP addresses, domains, and file hashes that have been deemed malicious by some entity. Tactical 

threat intelligence can be acquired via various data feeds and is often automated. A technical 

threat intelligence characteristic is that it often has a short lifespan, as malicious domains and IP 

addresses regularly become obsolete in days or even hours (Baker, 2022). 

2.1.3 Operational threat intelligence 

Operational threat intelligence is a combination of highly detailed knowledge on the adversary, its 

capabilities and the specialized threats connected to this specific actor. Operational threat intelli-

gence aims to answer the motivations, threat actors and the methods, or tactics, techniques, and 

procedures (TTPs) employed by the threat actor. The main goal of operational intelligence is to 

provide insight into the operations of adversaries. Operational intelligence may be useful for secu-

rity personnel working in technical positions that require deeper analysis into security incidents, 

like people who work in a security operations center (SOC) (Baker, 2022). 

2.2 Cyber threat actors 

A cyber threat actor (CTA) is an individual or a group of personnel with malicious intent, using 

computers, networks, or other systems. The motivations, relevance and techniques vary between 

the threat actors, and it is important to identify the incentive behind various threat actors. The 

Center for Internet Security (CIS) is a non-profit organization intending to support individuals and 

organizations to secure against cyber threats. While naming conventions vary between different 

cyber security entities, CIS classifies the most prevalent CTAs in five groups: Cybercriminals, Insider 

Threats, Nation-State actors, Hacktivists and Terrorist Organizations (Center for Internet Security 

[CIS], n.d.). A general summarization of CTAs and their motivations is illustrated in Figure 2 below: 
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Figure 2. Threat actors and general motivations (Canadian Centre for Cyber Security, 2022). 

Cybercriminals are opportunistic, often profit-driven threat actors who pose a global threat to 

multiple organizations and individuals. They work as individuals or organize in groups to achieve 

their goals. Cybercriminals are either financially motivated, or to enhance their reputation (Center 

for Internet Security [CIS], n.d.). Cybercriminals vary widely in their capabilities and sophistication. 

Their methods often include attacks that affect a wide population, and they may have supporting 

functions and planning involved in their activities. The spreading of illegal markets for easily de-

ployable tools and services has made organized crime more accessible and profitable for criminals 

(Canadian Centre for Cyber Security, 2022).  

Insider threats or insiders are malicious actors inside an organization. They may be current or for-

mer employees, or otherwise affiliated with the organization. Insiders may abuse their access to 

systems in a way that compromises the confidentiality, integrity, or availability of the systems 

(Center for Internet Security [CIS], n.d.). Insider threats may be particularly dangerous as they can 

have legitimate access to internal data and processes. Insiders are often motivated by dissatisfac-
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tion with the organization or may be otherwise associated with other threat actors (Canadian Cen-

tre for Cyber Security, 2022). It is also essential to distinguish unwitting insiders from malicious in-

siders, as they may compromise systems due to carelessness rather than malicious intent.  

Nation-state actors target organizations' assets for persistent access to their infrastructure in pub-

lic and private sectors alike. A hacking organization funded by nations may be called Advanced 

Persistent Threat (APT). Nation-state actors are primarily motivated by espionage, or gaining influ-

ence in political, economic, or military objectives. While APT and Nation-state actors are some-

times used interchangeably, it is important to understand that APT can also refer to other CTAs, 

like highly sophisticated criminal organizations utilizing cyber threat activity. Nation-state actors 

are sometimes directed, funded, or otherwise technically assisted by a nation-state (Center for In-

ternet Security [CIS], n.d.). 

A hacktivist is a type of attacker who is ideologically, politically, or otherwise philosophically moti-

vated threat actor. The motivation behind an individual or hacktivist group may be publicity for 

their cause. An example of a hacktivist group is the widely known Anonymous (Chapple & Seidl, 

2020, p. 45). Hacktivists’ methods usually include the usage of readily available tools requiring rel-

atively low skill to deploy and operate. Attacks organized by them are usually geared towards 

causing damage and disorder to their target (Canadian Centre for Cyber Security, 2022). 

Terrorist organizations are groups, designated by the U.S. Department of State. The goal of terror-

ist groups may vary between spying activities and spreading propaganda motivated by political or 

ideological ambitions. The nature of offensive activities can also include harassment and disruptive 

methods, like denial of service and defacement. Terrorist organizations often employ methods 

similar to those of hacktivist groups (Center for Internet Security [CIS], n.d.). 

While CIS does not classify Thrill seekers as their own CTA category, many security operators like 

the Canadian Centre for Cyber Security have a definition for CTAs primarily driven by satisfaction 

in hacking activities (Canadian Centre for Cyber Security, 2022). Thrill seekers can also include the 

low-ability, typically inexperienced individuals called script-kiddies. Script kiddies may engage in 

various hacking activities to have fun or evaluate their skills (Sophos, n.d.) 
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2.3 Threat intelligence cycle 

Organizations may adopt a threat intelligence life cycle to assist with its management. Many pro-

fessionals in the field of cyber security describe the intelligence cycle as consisting of either five or 

six distinct phases. While the operatives may deviate from the exact number and naming of these 

phases, the content and subject matter are practically the same. The Zerofox (Kirschner, 2021) or-

ganization describes this cyclical process as illustrated in Figure 3. chart below: 

 

 

Figure 3, Six phases of threat intelligence cycle (Kirschner, 2021) 

1. Direction – What are the assets that require protection, the impact or interruption caused 
by a service disruption? What kind of TI is required and how is it processed to best prevent 
the impact caused by an attack? 

2. Collection – After the requirements are agreed on, the intelligence must be collected. In 
this phase, the different available sources are utilized, for example threat intelligence 
feeds, dark web data and others. 

3. Processing – The data collected must be processed into an understandable and usable for-
mat. Various sources contain data in different schemes, which might require transfor-
mations to a usable form. 
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4. Analysis & Production – After the data is in a usable format, it should be used to achieve 
the goals set in the first phase. Common techniques may include log correlation or other 
methods to identify anomalous activity in the environment. 

5. Dissemination – This phase includes the distribution of threat data to different stakehold-
ers. Based on this activity, the security personnel can act according to the information dis-
covered, and new mitigation or prevention capabilities may be developed.  

6. Feedback – The final phase includes analyzing the data from previous phases. Is the TI col-
lected still actionable? Have the goals been met? This phase is important in improving the 
organization's TI capabilities. 

 

2.4 Implementing threat intelligence 

Referring to the threat intelligence cycle, the first phase direction assumes that a request or de-

mand for threat intelligence has been established. Roberts (2021) proposes that every organiza-

tion implementing a threat intelligence program should have in place a process to identify a pro-

cess for developing threat intelligence requirements. As each organization has its own challenges, 

the intelligence requirements depend on multiple circumstances, such as available resources, 

tools, prevalent threat actors, IT-environment, and many other dependencies. A good starting 

point is to consider the character and digital footprint of the organization. For example, a small 

private company is less likely to be targeted by a nation-state threat actor, and threats like espio-

nage are less likely to occur in such an organization. While all kinds of organizations can be tar-

geted by various threat actors with varying levels of sophistication, the trend indicates that a ran-

somware attack by a threat actor with high level of sophistication is more likely to occur in a 

company that will have the funds to pay out significant amount of ransom.  

Geographical location can also play a role in determining threat intelligence needs. The political 

climate can influence politically motivated threat actors, and territorial data handling legislations 

such as the General Data Protection Regulation (GDPR) can cause hindrance to the ability of intelli-

gence sharing between multiple territories. One of the subjects contributing to an organization's 

digital footprint is the technological solutions in use for the organization. A fully cloud-hosted IT 

environment has different demands than on-premises devices. An understanding of the organiza-

tion's critical systems and networks is important from a threat intelligence perspective, as it can 

assist with prioritizing and resource allocation. The profile of the company attracts different 

threats and threat actors, an organization only doing business in finance will face different threats 

from a company that only does business in retail (Roberts, 2021).  
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When business requirements have been set according to the first phase of threat intelligence cy-

cle, the second stage is the collection phase. Sources for threat intelligence will depend on the re-

quirements, resources, tools, and expertise available. Requirements should indicate some direc-

tion for what reliable sources are to achieve them, the next steps are to identify the necessary 

intelligence sources (Roberts, 2021). A reference figure for banking industry threat intelligence 

sources as described by McGowan (2018) is illustrated in Figure 4 below. 

 

Figure 4. Banking industry threat intelligence sources (McGowan, 2018). 

2.4.1 Threat intelligence feeds 

Threat intelligence feeds can be commercial, sometimes integrated into the security service or 

tool provided. However, there are many crowd-sourced, or community driven threat intelligence 

feeds, such as AlienVault Open Threat Exchange freely available for anyone to use. Tactical threat 

intelligence feeds generally consist of Indicators of Compromise (IoCs) (Cooper, 2023). 

While implementing IoC-based detection and prevention capabilities with available threat feeds 

and automation is important, this approach has disadvantages. Setting up a command & control or 

web domain that hosts phishing content is a trivial task for the adversaries and the number of IoCs 

is constantly increasing, making it an impossible task to manage and prevent attacks solely based 
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on them. Analyzing hundreds of thousands of IoCs is not a realistically achievable task and leads to 

overload of information. Also, most IoCs will not likely be relevant to the target organization. How-

ever, with adequate analysis IoCs can be used to identify trends and campaigns and connect them 

to different threat actors and the TTPs used by them (Roberts, 2021). 

2.4.2 News Reports, blogs, and social media 

There exist numerous sources for news reports and blogs concentrating on technology and cyber 

security related topics. The level of reliability of these open sources should be considered when 

consuming intelligence from them however, as they can considerably vary in quality. Blog posts 

from security researchers can be valuable information when researching vulnerabilities and proof-

of-concepts from exploits generated by information security professionals. Many social media 

platforms offer the ability to follow feeds and keywords related to cyber security. This can be a 

valuable method of keeping track of emerging threats and news about vulnerabilities, as plenty of 

security professionals and cyber security services providers participate in these platforms. Even 

threat actors have been known to use social media platforms to promote their attacks (Roberts, 

2021). 

2.4.3 Data breach, patch, and vulnerability notifications 

Data breach is sometimes used interchangeably with the term cyber-attack but cyberattacks do 

not always lead to a data breach and not all data breaches are caused by cyberattacks. A data 

breach is an event where an unauthorized party gains access to information without the permis-

sion of the system owner. A data breach can lead to the loss of proprietary and confidential infor-

mation, such as personally identifiable information (PII), credit card information or other sensitive 

data. An example of an attack that doesn’t imply data breach is a distributed denial of service 

(DoS) attack (IBM, n.d.). 

Organizations can be indirectly impacted by the exposure of login credentials used by their em-

ployees or suppliers. The risk of affected users utilizing the same login details across both the 

breached service and the organization's systems is a possibility. Data breaches can give insight on 

how the attackers compromised the victim systems and thus give information on the adversary 
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methods of operation. If the same technologies are used in another organization, this information 

can be beneficial to mitigate the attack techniques used by the adversary (Roberts, 2021). 

Knowing when the environment has vulnerabilities and patching requirements is of high im-

portance for preventing cyberattacks. Vulnerability and patch notifications, when used with threat 

intelligence, help with prioritizing critical vulnerabilities within the environment. CTI can help with 

raising urgency by adding necessary context to the vulnerabilities for immediate actions to miti-

gate the exposure (Roberts, 2021).  

2.5 Threat information sharing 

Threat information in context to sharing refers to any specific information connected to a threat or 

attacker characteristics that can be utilized by the defender to protect against a cyberattack (John-

son et al., 2016).  

Threat information can be obtained by various methods and numerous sources. Often intelligence 

is shared within an industry, or between nationwide actors. Benefits behind threat information 

sharing include access for an organization to threat intelligence otherwise unavailable to them 

(Johnson et al., 2016). Co-operation between organizations allows them to share resources and 

capabilities with their partners and affiliates in the industry, to leverage their knowledge and expe-

riences proactively. The threat intelligence sharing process as described by Homeland Security in 

their publication for Critical Infrastructure Threat Information Sharing Framework is illustrated in 

Figure 5 below. 
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Figure 5. Threat information sharing process (Homeland Security, 2016) 

Indicators are technical observables and artifacts, which might suggest an attack being underway 

or imminent in the target organization. Indicators are utilized in technical controls to make de-

fending against threats and detection of compromise easier. Examples of indicators include Inter-

net Protocol (IP) addresses that may be used for malicious purposes, Domain Name System (DNS) 

domain names, Uniform Resource Locators (URL) hosting potentially harmful content, or file 

hashes indicating a virus or otherwise malicious executables (Johnson et al., 2016). 

Tactics, techniques, and procedures (TTPs) are a description of methods and behaviors applied by 

threat actors (Johnson et al., 2016). Tactics describe the highest level of behavior in the distinct 

stages of cyberattack kill chain. Examples of these stages may include reconnaissance, delivery, 
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and exploitation, and acting on the objectives (Raza, 2023). Techniques are more specific descrip-

tions of actions committed within the context of a tactic (Johnson et al., 2016). Techniques are of-

ten described as generic activity applicable to any cyberattack. Techniques do not specify the tools 

and technology employed in an attack, but rather the methods and patterns involved (Raza, 2023). 

Procedures are the lowest level, specific operations committed within the context of techniques 

by threat actors. Procedures can be used to identify different threat actors' tendency to use spe-

cific order of operations, tools, and distinct malware variants deployed in a cyberattack (Johnson 

et al., 2016). 

Security alerts include several types of advisories, bulletins, and notes often about vulnerabilities, 

exploits, and security issues. These are most often human-readable, technical documentation re-

garding current pertinent security-related observations. Sources for this information often origi-

nate from commercial security service providers, Product Security Incident Response Teams 

(PSIRTs), researchers, and national or governmental entities such as CERTS and ISACs (Johnson et 

al., 2016).  

Threat intelligence reports are documentation about active threat actors, TTPs, technologies, and 

products actively targeted. Threat intelligence reports contain information that has been readily 

enriched with added context (Johnson et al., 2016). Threat intelligence reports can be important 

contributors to organizations' situational awareness.  

Tool configurations offer information about setting up and utilizing tools that support necessary 

features for threat information processing, such as analysis, sharing capabilities and ingestion of 

threat information. This information could include context for how to set up malware detection 

and response capabilities, access control lists (ACLs) or firewall rules for network perimeter secu-

rity devices (Johnson et al., 2016). 

CERT 

National Computer Emergency Readiness Teams (CERTs) have been established by many countries 

nowadays. In Finland, the national CERTs (CERT-FI) purpose is to investigate data security breaches 
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in services, communication, and other services, and disseminate and communicate security re-

lated information (Kyberturvallisuuskeskus, 2022). 

Information sharing and analysis centers 

Information sharing and analysis centers (ISACs) are information-sharing networks for different 

sectors, specifically for those that have a significant role in ensuring the functioning of critical ser-

vices of a society. ISACs handle various cyber security-related information, like best practices and 

industry-specific threats (Kyberturvallisuuskeskus, 2022). The Finnish National Cyber Security Cen-

ter manages various ISACs in Finland. 

STIX / TAXII 

For organizations to be able to process and use threat intelligence in any tooling, standardization 

is needed for threat intelligence management and sharing purposes. Structured Threat Infor-

mation Expression (STIX) is a format for exchanging Cyber Threat intelligence (Chapple & Seidl, 

2020, p. 41). STIX allows security functions to contribute to and ingest CTI. STIX can be stored in a 

machine-readable format in JavaScript Object Notation (JSON) or be visually represented to secu-

rity personnel as the format is human-readable. The latest version of STIX 2.1 defines up to 18 dif-

ferent STIX Domain Objects (SDOs). SDOs define the profile of various cyber threat intelligence. 

Examples of SDOs are Indicators, Malwares, Threat Actors and Tools (OASIS, 2023).  

STIX Cyber-observable objects (SCOs) describe network and host-based information about various 

artifacts observed, like files, IP-addresses, and domain names (OASIS, 2023). STIX objects are de-

fined via a set of properties describing the characteristics of the object. Properties can include 

common properties that provide core information about the object, and object specific properties 

depending on the type of object. An example of properties usable by malware SDO is illustrated in 

Table 1. below. 
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Table 1. STIX 2.1 format malware indicator attributes (OASIS, 2021) 

Property Type Example value Property type Required? 

type string malware Common Yes 

spec_version string 2.1 Common Yes 

id string malware--

0a9c0h87-opf6-

5a1k-ao3g-

mar328jd1031 

Common Yes 

created timestamp 2022-06-

11T09:11:24.000Z 

Malware Specific No 

modified Timestamp 2022-06-

11T09:11:24.000Z 

Malware Specific No 

name string Keylogger Malware Specific No 

description string Keystroke steal-

ing software 

Malware Specific No 

malware_types list (open- vocab) keylogger Malware Specific No 

is_family boolean false Malware Specific Yes 

 

Same malware properties in the table above, presented in JSON: 

{ 

  "type": "malware", 

  "spec_version": "2.1", 

  "id": " malware--0a9c0h87-opf6-5a1k-ao3g-mar328jd1031", 

  "created": "2022-06-11T09:11:24.000Z", 

  "modified": "2022-06-11T09:11:24.000Z", 

  "name": "Keylogger", 

  "description": " Keystroke stealing software ", 
  "malware_types": ["keylogger"], 

  "is_family": false 

} 
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Some SDOs and SCOs may have a relationship with another, that can be defined with STIX Rela-

tionship Objects (SROs). An example of relationship between two SCOs is a domain name that re-

solves to IPv4 IP-Address. An SRO can be used to link these two objects to one another (OASIS, 

2021).  

Some properties on STIX encourage the usage of open vocabularies, like in the previous example 

the malware type property. Using values from open vocabularies ensures that same definitions are 

used across all entities sharing CTI, for example one entity using “keylogger” and another using 

“keylogging-virus” (OASIS, 2021). 

Trusted Automated Exchange of Intelligence Information (TAXII) is a protocol specifically designed 

for CTI exchange between various actors over HTTPS. TAXIIs key concepts are collection, allowing 

an entity to maintain a repository of STIX data and keep it readily available for consumers of the 

data, and channel allowing the distribution of the data. These concepts allow organizing and dis-

tributing the data, for example, to specific groups based on trust (OASIS, 2023b). 

3.2.5 The Pyramid Of Pain 

As stated before, indicators of compromise are observables and artifacts linked to malicious activ-

ity, like IP addresses, domains, and URLs. While these are examples of straightforward technical 

artifacts, an IoC might also include behaviors and tools that indicate unusual activity in the Envi-

ronment. A Cyber Security Professional David J Bianco came up with the concept of the pyramid of 

pain, following a report on APT group called CommonCrew, released by a security services pro-

vider Mandiant. The Pyramid of Pain demonstrates the effectiveness of denying attackers from us-

ing certain indicators when commencing Cyber Attacks. Bianco produced the idea of the concept 

when realizing that defenders are not using indicators effectively when responding to them. The 

perception is that by responding quickly to the indicators, the defender denies the adversaries 

their methods of attack. However, not all indicators are equal when denying their usage. The 

higher up we move in the pyramid of pain, the harder it is for the adversaries to attack their tar-

get, essentially making attacking more painful for the attackers (DavidJBianco, 2014). The hierar-

chy of the Pyramid of Pain is illustrated in Figure 6 below: 
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Figure 6, The Pyramid of Pain (DavidJBianco, 2014). 

Hash values are the most rudimentary form of indicators. Most hash algorithms are based on com-

puting a digest from an input. This input is transformed into a fixed length output, generally differ-

ent for each input file. Common hash algorithms include MD5, SHA1 and SHA256. While hashes 

are extremely accurate, tracking them may prove difficult as even the tiniest modification to the 

input data changes the hash value (DavidJBianco, 2014). Hash indicators are commonly used to 

detect and prevent various types of malicious files or malware on devices. Challenges with hash 

indicators are that they are often not feasible to prevent fileless attacks, and the sheer amount of 

them existing makes managing them hard. 

IP-addresses or netblocks are the second to least trivial indicator for the attackers. While restrict-

ing access from IP-addresses may provide momentary protection, switching IP-addresses is an ef-

fortless task for the attackers. This effect is amplified with the usage of anonymization services like 

Tor that allow rapid changing of IP-addresses (DavidJBianco, 2014). Common use cases for IP-

addresses are detecting malicious network connections in the environment. Examples of malicious 

connections are command & control traffic, and user login events from tor and anonymizing proxy 

services. 
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Next up on the hierarchy are domain names. While the availability of free domain registration ser-

vices with lenient standards for registration is high, it still requires more effort for the attackers to 

change domain names in comparison to IP-addresses. Domains require registration, may require a 

fee, and often take some time to be functional (DavidJBianco, 2014). Domain name IoCs are useful 

in identifying network connections to malicious web services, like phishing sites. 

The third most painful form of indicators are network and host artifacts, which is the first stage 

where the actual noticeable impact on the adversary actions should be impacted. An example of 

such an indicator is reconnaissance tools using HTTP protocol where distinct user agents can be 

observed. Successfully intercepting such tools would require more thoughtful actions from the at-

tackers, like reconfiguring their tools, forcing them to spend time on developing new methods. 

While this is not likely to completely thwart the attack, it forces the attackers to spend resources 

in overcoming an obstacle (DavidJBianco, 2014). 

Second to the top are tools, referring to the technical accessories available to adversaries. Re-

sponding on this level would mean that the capability to detect various artifacts has developed to 

the level that adjustments to the tooling made by the adversaries are no longer able to bypass de-

tection. For the attackers to continue, they would be required to either find or create new tools to 

achieve the same objective, requiring time invested in developing new capabilities and training to 

use them. YARA signatures are an example of tools that can be able to recognize slight to moder-

ate changes in malware, in contrast to detection capability based solely on individual file hashes 

(DavidJBianco, 2014). 

On the top of the pyramid are TTPs. As opposed to reacting based on adversary tools, on this level 

the defenders are operating directly against attacker behaviors. This would mean that in case for 

example in a pass-the-hash attack, the defenders would detect the actual occurrence of pass-the-

hash activity, by discovering anomalies and patterns in logs, rather than observing the attackers’ 

tools used to execute such attack. Successfully denying the adversaries their behaviors would re-

quire them to either reinvent new behaviors or give up on their operation. As creating new behav-

iors would often require excessive time and resources, the latter may often be what attackers opt 

to (DavidJBianco, 2014).   
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2.6 Applying threat intelligence 

A comprehensive threat intelligence framework requires co-operation between multiple segments 

of an organization. Threat intelligence may be utilized by various security functions, like vulnerabil-

ity management, risk management and incident response (Chapple & Seidl, 2020, p. 53-54). Com-

mon use cases for threat intelligence include improving the efficiency of security solutions by en-

riching information processed by them. Threat intelligence may assist by enhancing decision-

making and detection capabilities when working with security incidents, in tools like SIEM, Fire-

walls, Intrusion detection (IDS) and prevention (IPS) systems (The Recorded Future Team, 2018). 

Threat intelligence can aid organizations in vulnerability management by providing information 

and statistics relevant to prioritizing vulnerabilities. While the traditional approach to fixing vulner-

abilities might be that “everything should be patched all the time” leads to often impossible stand-

ards, accurate threat intelligence assists in identifying the most likely exploited vulnerabilities and 

weaknesses (The Recorded Future Team, 2018).  

2.6.1 Security Tools 

When combining security tools and IoCs, the threat intelligence used is on the tactical level, focus-

ing on the ‘how’ and ‘what’ rather than the long-term effects. In this form, threat intelligence can 

be taken advantage of to rapidly stop network communications with infected systems or detect 

security breaches within the company network (Lee, 2023). Many traditional security tools can 

take advantage of threat intelligence, especially in the form of indicators of compromise. IoCs can 

enhance detection and response capabilities to various cyber-attacks. 

SIEM 

Security Information and Event management (SIEM) systems collect data and telemetry, analyzing 

and transforming the data ingested into alerts, reports, and dashboards. SIEM can be used for con-

tinuous security monitoring and threat hunting. SIEM acts as the central point for log management 

and correlation from various sources and can collect information like logs and events from IT de-

vices and systems, providing a holistic view of the environment to security personnel. These log 
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sources can include network devices like firewalls and routers, endpoint devices like laptops, serv-

ers, and business-critical applications. A SIEM solution can also help some organizations meet re-

quirements introduced by regulations and compliance (Elastic, n.d.). An illustration of a SIEM sys-

tem correlating internal data with external threat intelligence, including the incident response 

function is illustrated in Figure 7 below. 

 

Figure 7. SIEM, threat intelligence and incident response (Karasev, 2019) 

Microsoft Sentinel is an example of a cloud-native security solution, with SIEM capabilities. Most 

generic forms of threat intelligence utilized in SIEM solutions are IOCs, like IP addresses, domain 

names URLs, and file hashes. Sentinel supports STIX/TAXII feeds and can be integrated with multi-

ple threat intelligence platform solutions like MISP. Sentinel supports rule-based alert correlation, 

where security rules compare threat intelligence indicators created in sentinel to raw data from 

integrated data sources. While it is possible to produce these analytic rules from scratch, Mi-

crosoft Sentinel provides capabilities for threat intelligence-based analytic rules out-of-the-box 

(austinmccollum et al., 2023). 
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Endpoint security 

Antivirus or AV has been a traditional tool for enterprises to prevent known malicious files, by 

comparing signatures from files to a database of known malicious files of the Antivirus scanner. If 

a match is established between a file and a signature, the AV tool would block the computer from 

executing the file. The signatures of the database would consist of file hashes, or potentially de-

scribe a set of attributes typical for malware, that matches with malware like file type, file size, or 

human-readable strings. The drawback of traditional antivirus includes the evolving threat land-

scape and sophistication of cyber-attacks. The constantly increasing number of signatures and at-

tackers’ ability to modify and obfuscate characteristics of their malware make maintaining a satis-

factory database of signatures difficult. Additionally, the sophistication of TTPs has led to some 

actors utilizing fileless attacks bypassing signature-based antivirus tools. (SentinelOne, 2021).  

Endpoint Detection and Response (EDR) is the successor of traditional antivirus. EDRs build on top 

of signature-based detection by introducing capabilities for deeper analysis based on data col-

lected on the endpoints. EDRs can detect malicious activity based on patterns and telemetry and 

include means for responding to threats observed on the systems. (SentinelOne, 2021). Microsoft 

Defender for Endpoint allows defining lists of IoCs to enhance the detection and prevention of ma-

licious activities. IP and URL indicators can be leveraged to manage site access to malicious con-

tent and file hash indicators can be used to block malicious or potentially unwanted applications. 

(diannegali et al., 2024) 

2.6.2 Threat Intelligence platforms 

Threat intelligence platform (TIP) is a tool used to organize and aggregate threat information from 

various sources. TIPs can help with contextualizing threat intelligence with enrichment and pro-

vide a holistic view of threat intelligence. As the amount of threat intelligence increases over time, 

TIPs can process this information in various formats, streamlining the process. TIPs also enable the 

cross-organization sharing of intelligence (Palo Alto Networks, n.d.).  
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MISP 

A commonly used tool is the Malware Information Sharing Platform (MISP) Threat Sharing plat-

form. The platform is open source and allows an organization to leverage industry-wide threat in-

telligence by sharing, distributing, and collecting threat intelligence within their industry (Collins et 

al., 2021). MISP has achieved wide popularity as the project was adopted in to use in 2013 by the 

North Atlantic Treaty Organization (NATO) with the goal of expanding information-sharing capabil-

ity to all NATO nations (NATO, 2013). While many other threat intelligence platforms exist, MISP is 

likely the most widely used freely available sharing platform in threat intelligence activities. 

OpenCTI 

OpenCTI is an opensource TIP developed by Filigran in collaboration with national cyber security 

departments such as French National Cybersecurity agency (ANSSI) and the CERT of European Un-

ion CERT-EU. The product supports a wide variety of threat information schemas such as STIX2 and 

allows nested relationships between various threat objects and IoCs (Demir, 2023). 

2.6.3 Threat hunting 

Threat hunting is an approach for organizations to increase their cybersecurity resilience against 

adversaries. While a formal definition of threat hunting does not exist, the SANS institution defini-

tion of threat hunting is an “analyst-driven process to search for attacker tactics, techniques, and 

procedures (TTP) within an environment” (Gunter & Seitz, 2021. Abstract). The fundamental point 

of threat hunting is that attacker TTPs’ must be analyzed and understood to be able to find anom-

alies in data collection. Threat intelligence can add context to TTPs pertinent to attackers as infor-

mation about IOCs, behaviors, and various signatures observed in organizations' threat intelli-

gence. This information should contain systems affected, target industries, and the kinds of 

vulnerabilities and protocols that are exploited. As threat hunting is attacker-focused, satisfactory 

threat intelligence should be acquired to ensure successful results. (Gunter & Seitz, 2021). 

Whereas incident response and security monitoring are reactive processes, threat hunting may 

provide the organization with a proactive method of uncovering attackers present in an environ-

ment. A formal threat hunting process is required to ensure the integrity and success of hunting, 
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and to be able to handle such investigations rigorously. The methodology utilized by the adver-

saries is analogous, despite having variable levels of sophistication and techniques (Peiris et al., 

2021, p. 6). 

2.7 Attack frameworks 

Attack frameworks aim to describe attack methodologies to help defenders understand attacks 

and attacker methods and to help them appropriate their defenses. While an organization might 

employ its own threat assessment practices, some attack frameworks might assist in this task, es-

pecially when looking into the more technical side of defense. Three examples of the more widely 

known attack frameworks are MITRE’s ATT&CK Framework, Lockheed Martin’s Cyber Kill Chain 

and The Diamond Model of Intrusion Analysis (Chapple & Seidl, 2020, p. 48-51). 

MITRE ATT&CK Framework 

MITRE ATT&CK Framework is an extensive library of advisory tactics, techniques, and procedures. 

The Abbreviation of ATT&CK stands for Adversary Tactics, Techniques, and Common Knowledge.  

The Framework was developed to record the various methods used by adversaries in a cyberattack 

in its numerous stages, recording the techniques used by adversaries in relation to their tactics 

(Buckbee, 2023).  

The ATT&CK Framework was developed by MITRE initially in 2013. It has since been evolving and 

as new vectors of attack and vulnerabilities surface, they are included in the ATT&CK framework. 

The Framework has since been widely accepted as the industry standard regarding information 

about attacker behaviors, tools, and remediating actions. The knowledge from the ATT&CK frame-

work can be used in various security functions, from red teaming to threat hunting, threat intelli-

gence, and risk management (VMware, n.d.). As of writing this, the ATT&CK framework has gone 

through multiple iterations, and currently, the latest version of MITRE ATT&CK is v14 comprising of 

14 tactics, 201 techniques and over 400 sub-techniques (The MITRE Corporation, n.d.). 

The ATT&CK Framework is built on three foundational ideas. Tactics describe the short-term goals 

of the attackers, including initial access, reconnaissance, exfiltration, lateral movement, and other 

high-level descriptions. Techniques illustrate the lower-level methods used to achieve the higher-



32 
 

 

level tactics. Each technique is associated with a profound technical description of methods em-

ployed by the adversaries (Trellix, n.d.). This modeling builds on the concept of TTPs, but the 

ATT&CK framework expands it by including a host of metadata associated with various techniques, 

like detection capabilities, threat actors, and real-world observations (The MITRE Corporation, 

n.d.).  

The ATT&CK framework includes some tools to help in implementing the framework, including 

MITRE ATT&CK Matrix. There are three or four different matrices depending on the version of 

ATT&CK framework applied, focusing on different technology domains, PRE-ATT&CK Matrix, Enter-

prise ATT&CK Matrix, Cloud ATT&CK Matrix, and Mobile ATT&CK Matrix, where the PRE-ATT&CK 

and the Enterprise ATT&CK Matrices both relate to enterprise infrastructure (VMware, n.d.). A 

cropped image from the Enterprise ATT&CK matrix can be seen in Figure 8 below. 

 

 

Figure 8. MITRE ATT&CK Enterprise Matrix (The MITRE Corporation, n.d.) 
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The PRE-ATT&CK Matrix focuses on activities conducted by adversaries often outside of the organ-

izations’ visibility, making them hard to detect. Such activities might include gathering information 

available on the internet, knowledge about relationships between an already compromised organ-

ization and its partners, or other freely available intelligence and weak points. The PRE-ATT&CK 

Matrix can help organizations find solutions to monitor and understand such activities better 

(VMware, n.d.). 

The Enterprise ATT&CK Matrix is the largest available matrix from the ATT&CK framework. The en-

terprise Matrix comprises of the various platforms used in an enterprise infrastructure. The tactics 

and techniques include information about adversary actions against operating systems like Win-

dows, MacOS, and Linux, and various cloud services including Software as a Service (SaaS), Infra-

structure as a Service (IaaS), containers and networks. The Mobile ATT&CK Matrix focuses on ac-

tions compromising the IOS and Android devices used in an organization. The matrix expands on 

the Mobile Threat Catalogue developed by NIST (VMware, n.d.). The ICS ATT&CK Matrix is the lat-

est addition to MITRE’s catalog. This matrix concentrates on Industrial Control Systems (ICS), like 

factories, power grids, and networks in an ICS environment. 

The highest-level matrices can also be broken down into subsections. For example, if the organiza-

tion wants to focus purely on its cloud security, the Enterprise matrix can be filtered to include 

only cloud-related tactics and techniques. The cloud matrix has considerably reduced attack sur-

face compared to the full enterprise matrix, as things like malware are not related to cloud ser-

vices, and the cloud environment itself is operated by cloud service providers. This subsection pro-

motes adversary actions against cloud-native features (Trellix, n.d.). 

MITRE ATT&CK Framework has multiple use cases depending on the needs of the organization. 

Authors from MITRE ATT&CK team have consolidated a Getting Started With MITRE ATT&CK 

eBook from their blog posts, discussing four different scenarios that the framework can be used 

for. Each use case is divided into three levels of sophistication, depending on the resources and 

maturity of the target organization (Applebaum et al., 2019). 
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Threat Intelligence 

Understanding pertinent APT’s can be an important contributor to decision-making regarding de-

fensive capabilities. A business that primarily works in pharmacy can focus on APT groups that 

MITRE has documented have been observed to target similar companies. Security analysts can 

then search for information about tactics and techniques utilized by the APT group in the past and 

shift their focus to developing mitigation actions directed at the specific methods used by the APT 

group. (Applebaum et al., 2019). 

Detection and analytics 

ATT&CK framework-based development of detection capabilities are based on telemetry from or-

ganizations’ environment, as opposed to the usual method of finding commonly known threats. 

ATT&CK techniques have listed data sources for the detection of each technique. Security person-

nel can then identify which data sources are required to detect each technique. Once the data 

sources have been identified, they can be processed with appropriate tools for further analysis. 

Many techniques are incorporated with pseudocode for what to look for to detect the adversary 

behavior in question, which can then be translated to the tools used for analysis (Applebaum et 

al., 2019). 

Adversary Emulation and Red Teaming 

Red teaming is the act of emulating attackers to test the security within an organization, utilizing 

methods used by adversaries to gain access to the organization's data. The practice can include 

actual hacking activities too, also referred to as penetration testing. The purpose of red teaming is 

to discover security weaknesses and vulnerabilities within the assessed environment. With this in-

formation the target organization can apply fixes to their security posture before the occurrence 

of destructive cyberattack (Harrington, 2022). The precise process of red teaming is dependent on 

the assessment, but a general advancement of such assessment is described in Figure 9 below. 
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Figure 9. Red Team Assessment (Harrington, 2022) 

ATT&CK can help red teamers and penetration testers in creating various attack scenarios based 

on the techniques introduced in ATT&CK. As ATT&CK comes with a large knowledge base of real-

world adversary actions, it can support with creation of realistic scenarios applicable to the target 

organization. Adversary scenarios can help defenders focus on singular techniques and test their 

defensive capabilities (Applebaum et al., 2019). 

Assessments and Engineering 

ATT&CK can be used to assess defensive capabilities to find gaps in organizations’ security posture. 

One method of doing this is to map security tools and procedures to the tactics and techniques in-

troduced in ATT&CK. By understanding the gaps in security posture, it is then possible to prioritize 

disparities in coverage and modify existing capabilities accordingly (Applebaum et al., 2019). 
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3 Development plan 

This section covers the actions required to initiate the implementation of threat intelligence man-

agement program. Implementation of the system is based on previous chapters that cover the 

considerations required for successfully improving current threat intelligence capabilities, its man-

agement and continuous development, including tools, threat intelligence sources and processes. 

As threat information management is already partially in place within the organization, a thorough 

analysis of the current situation is being conducted. This analysis will rely on business require-

ments and standards to identify areas of improvement within the existing model, which can be im-

plemented to achieve the desired target state. A development plan is implemented to assist in the 

methodical development of threat intelligence management system as described in Figure 10 be-

low.  

 

Figure 10. Development plan 
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1. Defining business requirements will be done in workshops within the cyber security team. 
This process will leverage the knowledge of the team members, their understanding of re-
quirements for threat intelligence, and the standards used to assess the target use cases 
for threat intelligence. 

2. Current state analysis will be evaluated via existing documentation, current utilization of 
threat intelligence, and the processes employed to process it. 

3. Target state evaluation will combine the findings from the first and second phases to ana-
lyze the resources and direction of implementation to meet the requirements set in the 
first phase. 

4. The implementation phase involves evaluating, testing, and improving current threat intel-
ligence tools, sources, and processes. A test use case based on a constructed hypothesis 
will be used to test the implementation. 

5. Demonstration and feedback questionnaire are conducted to communicate findings to 
stakeholders and receive feedback about the implementation. 

 

3.1 Focus-group workshop 1. Defining business requirements 

To ensure that the direction of implementing threat intelligence is unanimous within the cyber se-

curity operations team, a workshop was arranged between the team members to define the busi-

ness requirements for the implementation. 

The question presented to the focus group was: “In your opinion, what are the key short-term (3-6 

months) goals that should be achieved with threat intelligence to enhance technical cyber security 

operations that contribute to security related business needs?”. Based on the discussion the fol-

lowing requirements were selected as the primary goals: 

1. Cyber Security functions can utilize threat intelligence tools and processes in monitoring 
systems to detect and prevent security breaches. 

2. Cyber Security functions can use threat intelligence in evaluating and improving detection 
and prevention capabilities in their assessments. 

3. Cyber Security functions can contextualize cyber threats in their reporting. 
4. Threat intelligence is utilized in prioritizing the vulnerability management process by 

providing actionable context to vulnerabilities to support swift mitigating actions. 
 

The scope of the initial development was limited to cover the top three requirements, as the 

fourth requirement regarding vulnerability management was estimated to be too laborious as a 

short-term goal. 
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3.2 Focus-group workshop 2. Current state analysis and key development targets 

This section presents the groundwork required for starting the development segment of the re-

search with the conducting of current state analysis on utilizing threat intelligence in CSOC and 

CSIRT operations and defining the target state for threat intelligence with the definition of busi-

ness requirements. The question presented to the focus group was: “What sources of threat intel-

ligence are currently used in CSOC and CSIRT operations, how are they applied and what is the con-

text?” The discussion Identifying currently utilized threat intelligence sources and describing 

business context is documented in the Table 2 below. 

Table 2. Threat intelligence sources and context 

TI Source Application TI Context 

External threat intelligence 

feeds 

SIEM, Monitoring, Threat 

hunting 

Tactical threat intelligence 

National CERT Threat Reports Threat hunting, Vulnerability 

management 

Tactical threat intelligence, 

Operational threat intelligence 

Partner and vendor advisories  Vulnerability management Operational threat intellin-

gence 

Security and IT related News, 

blogs, and social media 

Threat hunting, Vulnerability 

management, Situational 

Awareness 

Tactical, Operational, Strategic 

threat intelligence 

Vendor Advisories Vulnerability management Operational threat intelligence 

National CERT Cyber Weather Situational Awareness Strategic Threat intelligence 
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1. Holistic view to threat intelligence does not exist. Currently management of threat intelligence is 
lacking as no systematic procedures have been defined. 

2. While analysis on some forms of threat intelligence is conducted on operational and strategic level, 
it is lacking in the tactical level. 

3. Contextualizing and enrichment of tactical threat intelligence is minimal. Currently enrichment is 
mostly manual. 

4. Reporting and threat intelligence’s contribution to situational awareness is not methodical. 

 

As part of the current state analysis a maturity assessment was conducted based on ISF SOGP 

healthcheck questionnaire section TM1.4 introduced in chapter 1.3. The current state analysis was 

conducted to gain an understanding of targets for improvement in developing a higher maturity 

for threat intelligence management. Questionnaire for current and target state maturity assess-

ments is documented in Table 3. The evaluation principle follows an assessment criterion of five 

levels from zero to four, zero meaning that the following question is in no case adhered to, two 

meaning the question is adhered to in about half of cases, and four meaning that the question is 

adhered to in all cases.   

Table 3. Threat intelligence maturity assessment 

Maturity Assessment question Current state Grading 

1. Does a capability to create and manage threat 

intelligence exist with sufficient analytical tools 

and an intelligence cycle supporting it? 

The capability to process threat intelligence exists with multiple security 

tools. Centralized management tools for threat intelligence do not exist. 

Intelligence cycle is loosely applied but a formal process is lacking 

1 

2. Is the range of external and internal sources 

for information about threats and other sup-

porting details sufficient? 

Some sources are acquired via unsystematic evaluation. No profound anal-

ysis has been performed to evaluate the sufficiency of current TI sources. 

2 

3. Does the capability to perform specialized ac-

tivity leveraging threat intelligence exist to iden-

tify activity that may lead to a security breach? 

Threat hunting and security monitoring capabilities exist, but threat intelli-

gence is only loosely applied. 

2 

4. Does a process exist for regular review and 

improvement of intelligence capabilities and 

processes? 

No formal process has been described for continuous threat hunting. Play-

books for limited use cases exist. 

1 
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The target grading achievable via this evaluation will remain ambiguous as the grading is based on 

estimates rather than easily quantifiable values and should be reassessed sometime after develop-

ment. However, the answers to the questionnaire provides some observations that can be used in 

determining points of improvement. 

 Conclusions for improving target state grading: 

1. Implementing a centralized threat intelligence management tool for ingesting threat intelli-
gence centrally will improve the capability for distributing threat intelligence for applica-
tions defined by business requirements. Procedures for managing the intelligence cycle 
should be created and enforced.  

2. Evaluation on threat intelligence should be improved via analysis and enrichment of threat 
information. Evaluating the sufficiency of current threat intelligence sources is difficult as 
no intelligence tools are utilized. 

3. Threat intelligence should be increasingly applied to security monitoring and threat hunt-
ing activities. Automation capabilities for processing threat intelligence with security tools 
should be improved. 

4. Threat intelligence cycle should be applied to regularly review and improve threat intelli-
gence capabilities. 

 

The following proposals were deducted as the pivotal development targets for improving the 

threat intelligence management capability: 

• Threat intelligence platform for centralized ingestion, analysis, distribution, and holistic 
view of threat information. 

• Threat intelligence cycle for continuous evaluation and improvement of threat intelligence 
capabilities. 

• Automation for processing threat information to improve CSOC and CSIRT capabilities for 
rapid detection and response to cyber threats. 

• Framework for understanding threats and assessing the defensive capabilities of Cyber Se-
curity operations. 

4 Implementation 

This section covers the implementation and testing phase of the development research. The im-

plementation phase started with evaluating a Threat Intelligence Platform tool suitable for testing. 

I decided to evaluate two different TIP solutions, MISP and OpenCTI. Based on the knowledge 

gained during the research I constructed a simple comparison table between the two solutions to 
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ensure that the requirements set in previous stages of the development plan are met, as seen in 

Table 4. 

Table 4. TIP evaluation 

Requirement     OpenCTI MISP 

1. Support for MITRE ATT&CK x x 
2. Support for vulnerability notifications 
(at minimum RSS Feeds)   x x 

3. Integration with MS Sentinel x x 

4. Support for the enrichment of indicators x x 

5. Support for STIX Relationships x x 

6. Support for visualization & reporting x x 

7. Support for the top 2 levels of indicators of the Pyramid of Pain x x 

 

While both the solutions meet the requirements set in the evaluation, I decided to use OpenCTI 

for the research. While MISP is considered the industry standard TIP, the rationale behind select-

ing OpenCTI is that a data connector is offered in the Azure Marketplace, providing an integration 

between Microsoft Sentinel SIEM and OpenCTI for two-way ingestion of indicators. While MISP 

does offer documentation on how to configure integration with Microsoft Sentinel, this integra-

tion seems more convoluted to implement and is not offered in the Azure Marketplace. The down-

side of choosing OpenCTI is that since it is a product with a shorter development time, the fea-

tures are more limited compared to the MISP. Conversely, MISP has a lot of unnecessary features 

for the purpose of this demonstration, making the user interface more cluttered and difficult to 

navigate. 

4.1 TIP Installation 

The installation of OpenCTI was done on a minimal install of Ubuntu 22.04LTS virtual machine on 

VMware Workstation Player with the following specifications seen in Table 5. 
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Table 5. Test machine specifications 

Property Value 

Image Ubuntu-22.04.3-desktop-amd64 

Virtual machine name opencti-testing-vm1 

Memory 8192 MB 

Storage 60 GB 

CPU 4 

 

Portainer, an open-source container management software was additionally chosen to manage 

the software stack, as OpenCTI offers the option to install it in a containerized environment using 

docker images. The diagram in Figure 11 below shows the reference to OpenCTI Architecture with 

its various components.  

 

Figure 11. OpenCTI Architecture (Filigran, n.d.) 

Portainer and OpenCTI stack installation was carried out following the official installation guide of 

OpenCTI and the installation guide by ZDS (2013), as seen in Appendix 1. To install OpenCTI con-
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tainers, the docker-compose.yml file, and the .env.sample files (with minor modifications) availa-

ble on the OpenCTI GitHub page were deployed, as shown in Appendix 2. After the installation was 

completed, the status of the newly created containers could be verified in the Portainer UI as 

shown in Figure 12. 

 

Figure 12. Running containers in Portainer 

At this stage, the OpenCTI service is usable, and integration of data sources could be started. 

OpenCTI Ecosystem is documented on the Filigrans OpenCTI Ecosystem website (accessible from 

the GitHub site https://github.com/OpenCTI-Platform/connectors). While many of these connect-

ors are freely available to all OpenCTI users, some may require purchasing additional services to 

gain access to the data connector.  

4.2 Integrating MITRE ATT&CK 

The process of data collection was started with the MITRE Datasets external import connector to 

ingest information from the ATT&CK knowledge base. Creating data connectors is a fairly simple 

process, the connector parameters are described in the respective connectors docker-com-

pose.yml file in the GitHub. Additionally, each connector must be given permission to access the 

https://github.com/OpenCTI-Platform/connectors
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OpenCTI application programming interface (API), this can be achieved by creating a user associ-

ated to the “Connectors” group and using its access token in the configuration. The connector is 

then deployed by adding the configuration parameters in the stacks docker-compose.yml file and 

updating the stack in Portainer UI.  Example configuration for the MITRE ATT&CK connector is 

shown in Figure 13. 

 

Figure 13. MITRE Datasets connector configuration 

With the MITRE Datasets connector, a total of 3709 entities were ingested into the platform with 

21542 relationships between the entities, creating an extensive database of information about 

malware, intrusion sets and TTPs. Analysing the intrusion set APT29, in the description of the 

threat actor group and various information related to the threat actor can be seen in Figure 14 and 

15 below. 
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Figure 14. APT29 Description 

 

Figure 15. APT29 Relationships 
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4.3 Integrating Threat Feeds 

At This point, a knowledgebase of threats has been created in the OpenCTI, but it lacks any action-

able tactical level threat information that could be directly usable in CSOC and CSIRT operations. 

OpenCTI supports integrating a range of freely available IoC feeds to the platform. While following 

the process described in threat intelligence cycle, the quality and suitability of threat intelligence 

feeds should be evaluated, in the scope of this research it is not necessary as these feeds can be 

used to demonstrate the intelligence management process.  

AlienVault Open Threat Exchange (OTX) feed is a free to use community driven threat exchange 

and collaboration service offering threat intelligence feeds (Alien Labs Open Threat Exchange, 

n.d.). The integration process was similar to the integration with MITRE Datasets but required an 

API access key to the OTX feed via registration to the service. Figure 16 below demonstrates the 

various types of indicators acquired from the OTX threat feed. 

 

Figure 16. OTX Indicators of Compromise 

At this point, the capability to ingest actionable, technical threat information has been demon-

strated. Taking a closer look to a STIX pattern indicator for IP-address 195.54.160.59, in the 

knowledge it is possible to see all the relationships to the various attack-patterns related to this 

IoC (Figure 17). 
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Figure 17. Indicator attack-patterns 

From this information it is possible to determine that this IP-address may have been used in a 

phishing attack. This level of information can directly be used in CSOC and CSIRT operations for 

monitoring, threat hunting and security configurations. 

4.4 Enriching Indicators 

The internal-enrichment connectors include integrations to services with the capability to bring 

more context to the IoCs ingested in the TIP. VirusTotal and AbuseIPDB services offer limited free 

to use APIs to retrieve information related to indicators. After deploying the connectors, the en-

richment option can be selected from the IP-address 195.54.160.59 as shown in Figure 18. 
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Figure 18. Enrichment connectors 

Context regarding the geolocation and autonomous system is added in the form of labels to the 

indicator by the VirusTotal connector as seen in Figure 19. AbuseIPDB enrichment did not add con-

text to this observable. 

 

Figure 19. Virustotal relationships 

Additionally, VirusTotal connector added a note to the indicator confirming its maliciousness as 

seen in Figure 20. 
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Figure 20. VirusTotal note 

From this testing, the conclusion can be made that enrichment connectors are useful with adding 

a second opinion to indicators thus helping security operations with prioritizing indicators ingested 

from threat intelligence feeds. 

4.5 Framework-based assessment 

The idea for framework-based assessment came from the requirement for the cyber security oper-

ations team to measure its capability of detecting and preventing threats and being able to gener-

ate metrics for this capability, contributing to the security situational awareness of the organiza-

tion. The MITRE ATT&CK Matrix tool is employed for this assessment, and it utilizes combination of 

methodologies described in Getting Started with MITRE ATT&CK sections detection and analytics 

and assessment and engineering (described in chapter 2.7.1). The process for Cybersecurity capa-

bility map is seen in Figure 21. 
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Figure 21. Cyber security capability map 

The update process for the capability map includes an evaluation phase with five-stage scoring 

system for each technique and sub-technique: 

- 0% No detection or prevention capability 
- 25% Partial detection capability 
- 50% Full detection capability 
- 75% Full detection and partial prevention capability 
- 100% Full detection and prevention capability 

 

Implementation of this concept is seen in Figure 22, where this evaluation principle is demon-

strated to two techniques and three sub-techniques from the execution tactic, in the MITRE 

ATT&CK Enterprise matrix. In this case, the team has conducted an assessment and determined 

that the current security capabilities have the full capability to detect and prevent malicious files, 

full capability to detect and a partial capability to prevent malicious images, and only partial capa-

bility to detect malicious links, granting the user execution technique an average score of 66.7%. 

The windows management instrumentation technique is not detected or prevented by security 

controls, thus having the score of 0%. Full assessment of the enterprise matrix presents an over-

view of the security operations capabilities compared to the TTPs presented in ATT&CK.  
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Figure 22. Capability map principle 

The challenge with this concept is that as threats and TTPs evolve, the capability map should be 

updated to keep the view recent. Without proper threat intelligence management tools and pro-

cedures this has proven time consuming and difficult. To improve existing threat intelligence capa-

bilities such as the capability map, the following threat intelligence process includes assessment of 

the capability map during threat investigation based on its results. 

4.6 Evaluation via Threat Hypothesis 

Previous chapters in the implementation phase described methods of using tools and ATT&CK 

framework when managing threat information. In this chapter a threat hypothesis is constructed 

to demonstrate a threat intelligence management process and collect feedback from stakeholders 

to evaluate the success of this implementations design. Overview of the process is presented in 

Figure 23. 
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Figure 23. Threat intelligence process 

4.6.1 Threat Enrichment and Analysis 

A trigger for a threat event could include any kind of information that indicates a threat actors’ 

presence in the environment, such as security alert. Suppose that an alert is generated in the CSOC 

indicating that a device has connected to a potentially malicious IP-address 194.87.31.181. Search-

ing the IP-address from OpenCTI database it is possible to observe the relationships between the 

IP-Address, including steganography attack pattern, an intrusion set UAC-0184 and the Remcos 

RAT malware as shown in Figure 24. 

 

Figure 24. Malicious IP-address relationships 
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Enriching the indicator with VirusTotal connector provides more information about the IP-

addresses origin country and the autonomous system as seen in Figure 25. 

 

Figure 25. Malicious IP-address enrichment 

Analysis on the threat actor can be observed in the report related to the indicator. From this infor-

mation it is possible to deduct that the indicator is related to a Ukrainian entity operating in Fin-

land, and the threat actor is utilizing obfuscation methods with the steganography technique to 

distribute malware, granting it with remote access capabilities as seen in Figure 26. 

 

Figure 26. UAC-0184 threat report 
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Further analysis of the malware indicator provides information to two related indicators, an URL 

indicator and a SHA-256 hash indicator as seen in Figure 27. From this information it can be con-

cluded that the related indicators might also be present in the environment.    

 

Figure 27. Remcos RAT indicators 

Based on this information, a threat hunting scenario can be constructed to verify if devices in the 

environment are compromised by this attack. Microsoft defender extended detection and re-

sponse (XDR) allows for users to generate queries with Kusto Query Language (KQL) to search 

threat indicators and events from devices onboarded to defender for endpoint (schmurky et al., 

2023). The DeviceNetworkEvents table contains information related to network connections 

(schmurky et al., 2024). Running a query as shown in Figure 28, shows whether the onboarded de-

vices have communicated to the threat indicators related to the Remcos RAT malware in the past 

seven days. 
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Figure 28. Defender advanced hunting indicator search from DeviceNetworkEvents 

The EmailUrlInfo table contains information about Microsoft Defender for Office 365 processed 

emails and attachments containing URLs (schmurky et al., 2024) As email is a potential attack vec-

tor utilized by the attacker, a KQL query can be constructed to determine if recipients in the organ-

ization have received the malicious URL via email as demonstrated in Figure 29. 

 

Figure 29. Defender advanced hunting indicator search from EmailUrlInfo 
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While the threat hunt has not indicated a compromise so far, to rule out the possibility of the mal-

ware being distributed by other methods, it is possible to investigate files processed by the moni-

tored devices. The DeviceFileEvents table contains information about files created and modified 

on the endpoint devices (schmurky et al., 2024). With the query illustrated in Figure 30, it is possi-

ble to determine whether the SHA256 file hash has been observed in the past seven days. 

 

Figure 30. Defender advanced hunting indicator search from DeviceFileEvents 

At this stage, all the related indicators have been analysed and the possibility of malware infection 

can be ruled out. However, if it is determined that the threat actor poses a persistent threat, the 

Defender XDR allows for addition of indicator to ensure that the indicators are detected and pre-

vented in their occurrence. The example addition of the hash indicator is illustrated in Figure 31. 

The process is repeatable for the IP-Address and URL indicators as well. 
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Figure 31. Adding hash indicator in defender XDR 

4.6.2 Updating capabilities 

After sufficient enrichment and analysis of related indicators, it is possible to include the capability 

map process to the threat management process. Based on the information gained from the analy-

sis it should be evaluated whether updates are required to the ATT&CK matrix. Assuming that the 

technique for steganography is graded at 100% percent based on previous assessments prior to 

the investigation, and no compromise related to the technique was uncovered from the analysis, it 

is sufficient to retain the score as is.  

In events where multiple techniques are related to the threat activity, the same method of assess-

ment can be applied to all related techniques. In an event where unprevented or undetected com-

promise has occurred by a threat actor using a certain technique, a more profound assessment 

should be engaged in to determine whether the threshold for detecting and preventing the attack 

has lowered and score the technique accordingly. To exemplify this, looking at the global kill chain 
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attributed to the threat actor APT18 in Figure 32, it is possible that the execution techniques are 

detected by the CSOC, but some or all the defense-evasion techniques go undetected. In this case 

the assessment would likely provide higher scores for the execution techniques, and lower scores 

for the defense-evasion techniques. 

 

Figure 32. APT18 Global kill chain 

4.6.3 Reporting 

The last part of the process is to generate a report based on the threat event. The purpose of the 

report is to provide stakeholders with actionable information, recommendations, and context to 

threat events observed by cyber security operations team. Gathering data from the demonstra-

tion, it is possible to answer the following questions:  

1. What happened? Why was this investigation started? CSOC detected a network connection from a 
device to a potentially malicious IP-address. 

2. Who was the threat actor? The event indicates that an APT actor UAC-0184 is behind this event. 
3. What is the threat actor’s motive? The threat actor has been observed targeting Ukrainian entities 

in Finland. The goal of the attacker is to deliver malware to victim devices in an attempt to gain re-
mote access. 

4. What techniques does the attacker use? The attacker uses steganography technique to hide mali-
cious code in images. 
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5. What indicators are related to the attacker? The attacker is related to one IP-address indicator, 
one URL indicator and one SHA256 file indicator. The malware used by the adversary is the Remcot 
RAT malware. 

6. Did compromise of data occur? Based on threat hunting activities, there is no reason to suspect 
compromise. 

7. Were proactive methods employed? The indicators have been added to the Defender XDR to pre-
vent further attack attempts. 

8. Is capability map up to date? Since the attack was unsuccessful, the detection and prevention ca-
pability for steganography remain at 100% based on previous assessments. 

 

5 Evaluating implementation results 

5.1 Comparing results to key development targets 

The evaluation of the implementations results should be considered by comparing the key devel-

opment targets recognized during the target state evaluation, and the test implementations capa-

bility to correspond to those.  

Implementation of TIP solution provided a holistic view to threat information with a centralized 

repository. With this solution the ingestion, analysis and distribution of threat intelligence is less 

complicated. The threat intelligence cycle was not fully adhered to during the phases of develop-

ment, however the TIP solution tested provides methods for future improvement, as many com-

mon formats and sources for threat intelligence are supported by it.  

Automation is a key benefit of TIP’s and was demonstrated during the implementation with en-

richment, addition of context, and creating relationships between threat observables. To further 

increase the efficiency of the SOC and CSIRT operation, automation with security tools such as a 

SIEM system should be considered.  

The addition of the MITRE ATT&CK Framework to the concept implemented supports the goal of 

structured threat information and provides knowledge about various TTP’s used by adversaries. 

The benefit of the framework is further emphasized with the addition of the capability map pro-

cess, as the MITRE ATT&CK matrix is already utilized in this assessment. 
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5.2 Demonstration session and feedback survey 

To gain feedback and gather opinions and evaluate the success of the concept created in the re-

search, a demonstration session was scheduled with the stakeholders (e.g. the organizations cyber 

security team). Seven team members participated in the session in addition to the author, the 

demonstration presentation was included following topics from the research: 

• Background of the development research, research structure and research questions. 

• General information about threat intelligence, definition, implementation, and application. 

• Development plan structure and results from the focus group workshops (business require-
ments, current state analysis and target state evaluation). 

• Information about tools and framework. 

• Threat intelligence process including the capability map assessment. 

• Threat hypothesis demonstrating the implementation. 
 

The session was concluded with a feedback survey with four questions to gather impressions from 

the audience. The structure of the survey consisted of four multiple choice questions. Options for 

the response were strongly disagree, disagree, neutral, agree, and strongly agree. Questions from 

the feedback form are presented in appendix 3. 

The first question “I see threat intelligence as a valuable tool for cyber security operations” was 

presented to gain a general sentiment from the audience towards the importance of threat intelli-

gence in the organization’s security operations. Responses to the question are presented in Figure 

33 below. 
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Figure 33. Feedback survey question 1. 

Based on the results to the first question, all participants from the survey group answered 

“strongly agree”, indicating that among the survey group, threat intelligence is viewed as a valua-

ble tool for cyber security operations. The second question presented was “This demonstration 

provided solutions to the defined business requirements” seen in Figure 34, to measure whether 

the concept demonstrated answered the requirements set in the focus group interview. 

 

Figure 34. Feedback survey question 2. 

Results for the second question included three participants responding, “Strongly Agree” and four 

participants answering “Agree”, indicating that the business requirements were not fully met with 
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the demonstrated concept. The third question presented (Figure 35) was “I believe that the tools, 

processes and frameworks introduced could improve our organizations maturity in threat intelli-

gence”, to measure whether the participants feel that the concept presented would increase the 

organizations maturity in threat intelligence. 

 

Figure 35. Feedback survey question 3. 

Results to the third question included three participants responding “agree” and four participants 

responding “strongly agree”, indicating a positive effect to organizations threat intelligence ma-

turity with the tools, processes and framework presented. The fourth question presented (Figure 

36) “I believe that the concept demonstrated should be implemented for further development of 

threat intelligence capabilities” was inquired to measure the participants sentiment toward imple-

menting the presented solution as part of the security team’s toolkit for further development. 
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Figure 36. Feedback survey question 4. 

Results for the fourth question included four participants responding “agree”, and three partici-

pants responding “strongly agree”, indicating that the concepts suitability for the organizations se-

curity operations was positively viewed among the participants.  

6 Research results 

The primary objective of the thesis was to investigate tools, methods, and frameworks to build a 

threat intelligence management model that supports the organization's technical cyber security 

operations. The concept implemented during the development phase includes a collection of 

mechanisms combined with the security team's existing tools and processes. 

It should be specified that the design of the threat management process is largely independent of 

the tools used during the demonstration of the threat hypothesis. The tools of choice were only 

used during the development process to validate the concept's applicability in practice. The funda-

mental principles of this design could, to some extent, be adjusted to accommodate another or-

ganization's specific tools and requirements.  

6.1 Evaluating research results 

The validity of the research results can be inferred by comparing how the information collected 

during the research answer the research questions. To answer the first question “How to use 

threat intelligence efficiently in organizations' security operations to assist with preventing security 
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breaches?”, the concept developed demonstrates method and process for security operations to 

identify threat related information and correlations between various identified artifacts. By 

demonstrating proactive defensive methods and application of threat intelligence collectively with 

security tools, the value supplemented by the concept can be validated. 

The second question “What frameworks and tools can be used to develop suitable threat intelli-

gence practices to meet the target organization's security related needs?”. This question is partly 

answered in the knowledge acquisition phase of the research. Gaining understanding in how to 

employ MITRE ATT&CK in threat intelligence processes in conjunction with security tools improves 

the ability to manage threat intelligence in a structured manner. The demonstration phase utilized 

this information by combining the threat intelligence process with the cyber security capability 

map updating process. 

“How can threat intelligence practices be established as a part of technical cyber security opera-

tions?” The answer to this question is also demonstrated with the implemented demonstration by 

combining threat hunting and incident response activities together with the threat intelligence 

management process. While a general concept could be produced with a threat hypothesis, transi-

tion to production environment would likely require some amount of refinement.  

“How to generate threat-related metrics and statistics to assist in defining security related business 

needs?”. Being able to distribute threat information in an understandable and actionable form re-

quires enrichment and addition of context and relationships between various threat information. 

Without suitable tools and processes this seems to prove very difficult. Reflecting to the reporting 

generated with the information gained during the demonstration, all information related to the 

threat actors, it’s motives and methods would remain unknown without access to threat intelli-

gence. This information can be used to proactively improve the organizations defensive capabili-

ties, by allocating resources according to events and trends observed. 

6.2 Feedback survey results 

Based on the result from the feedback survey, the importance of threat intelligence is recognized 

among the respondents, and the concept presented would produce value to cyber security opera-
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tions in the target organization. The overall sentiment towards the presented solution was posi-

tive, and threat intelligence maturity in security operations will be improved to some capacity by 

including tools and methods from this research. However, room for improvement and further de-

velopment remain. 

Comparing the results from the feedback and result evaluation, it can be interpreted that the busi-

ness requirements set in the definition phase were not fully met. This could implicate some lack of 

capability to automate the process due to the limitations of the demonstration environment. The 

threat intelligence cycle was another business requirement that was only partially addressed 

within this research. 

One factor potentially influencing answers to the feedback questionnaire is explaining multifac-

eted concepts to the audience in a relatively short timeframe. Questions 3 and 4 especially require 

the ability to perceive the capabilities of the tools and processes to influence the current threat 

intelligence maturity in technical operations. All members of the audience may not have been fully 

acquainted with the specifics of such activities. This could also have been influenced by the pre-

senter's imperfect delivery of the presentation. 

7 Conclusion 

7.1 Reflections 

While some form of demonstration of a solution can be conducted in a testing environment such 

as in this research, the quality of the solution is not guaranteed until implemented in an actual 

production environment and evaluated after a sufficient period. The biggest problem is that threat 

intelligence requires actionable data, and without access to this data, the solution will, to some 

extent, rely on hypotheticals. This also presents the problem of not being able to quantifiably 

benchmark the concept in production environments, which might provide more information to 

evaluate the success of the concept. 

Due to the limited scope of the research, the threat intelligence cycle could not be fully considered 

in all phases of implementation. For example, the direction and collection phases of the intelli-

gence cycle should determine the sources for threat intelligence, but evaluating the quality of 
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threat intelligence sources, while important, would have been a huge undertaking. While every 

phase of the intelligence cycle was partly considered during the implementation, the process and 

methods would require more consideration to sufficiently support the management of threat in-

telligence. Implementing a TIP solution does support considerations brought by threat intelligence 

cycle, as many steps from collection to dissemination are supported by TIPs with ingestion, enrich-

ment, automation, and dissemination capabilities. 

Threat intelligence is a huge topic, and it has a number of practicality and applicability. Due to this, 

limiting the scope of the research to focus on small sample size of use-cases was essential. While 

the concept introduced provides a foundation on which to build on top of, threat intelligence is a 

constantly developing area of cybersecurity, and as such continuous development methods and 

procedures should also be constructed.  

The design of the threat intelligence process doesn’t necessitate the use of specific tools, such as 

those presented in this research during the evaluation of the threat hypothesis, for it to be effi-

cient. However, it is clear that some level of operational cyber security capability must be in place 

before this concept can be adopted successfully, as utilizing threat intelligence in this fashion re-

quires some expertise on the fundamentals of cyber security. 

7.2 Research ethics and reliability 

Research requires rigor for it to influence the subject theory and practice. Results and conclusions 

should present information that measures up with the experiences and expectations of profes-

sionals and experts of the subject matter (Merriam & Tisdell, 2015, p. 237). It should be noted that 

this research incorporates processes and other elements potentially unique to the commissioning 

organization. The methodology used during this research ensures the repeatability of the research 

process but could potentially lead to distinct results due to its dependability on organization spe-

cific details.  

The literature review process of this research incorporated the P.R.O.V.E.N methodology to evalu-

ate the accuracy of source material (The University of Virginia, n.d.). The abbreviation P.R.O.V.E.N 

consists of the following themes: 
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- Purpose: What is the reason this information exists? Why was it published in the particular format 
and who is the information for? 

- Relevance: Why is this information appropriate and how is it used? How does it compare to other 
sources? 

- Objective: How is language in the source used? Does it have emotional or otherwise offensive lan-
guage? Does the information present a fact or an opinion and is it biased? 

- Verifiability: Does the information include sources and evidence? Is information misrepresented or 
otherwise verifiable from other sources? 

- Expertise: Is the author an expert in the subject matter? Does the author have affiliations to institu-
tions or organizations? 

- Newness: When was the source published? Is the information in the source current and are there 
other sources more recent with the same information? 

 

Triangulation is a method used in research to increase the reliability and credibility of the findings. 

Triangulation can be employed in different elements of the research, such as using multiple 

sources of data, using multiple data collection methods, or using several investigators to validate 

results (Merriam & Tisdell, 2015, p. 244). During the research process, data triangulation was em-

ployed where possible to increase accuracy of the information gathered and reduce bias. Methods 

triangulation was partially used by conducting a feedback survey and reflecting on the feedback 

data with researchers own conclusions. 

The focus group work of this research was conducted with a relatively small number of partici-

pants, which makes it important to ensure quality of focus group work. The interviews were con-

ducted in a structured format to minimize external effects to the accuracy of the research results. 

This is also important to minimize the influence of the presenter’s delivery of the presentation 

content on the participants. The feedback survey was conducted anonymously so as not to dis-

courage the participants from providing negative feedback. 

7.3 Further research 

The development section of the research included only a subset of business requirements defined 

in the focus group interview. Further development could include more security-related functions, 

such as utilizing threat intelligence in vulnerability management and risk management operations 

on top of the foundation developed during this research.  
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Further research could focus on how to adopt the principles of the threat intelligence cycle more 

profoundly in the development of this concept. Another topic that builds on top of this foundation 

could be how to use this basis to further increase the efficiency of managing threat intelligence 

with automation capabilities. One use case that was not discussed in this thesis is how this con-

cept could better incorporate organizations' capability to generate and manage self-curated threat 

intelligence. 
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Appendices 

Appendix 1. Installing Portainer and OpenCTI stack 
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Appendix 2. docker.compose.yml & sample.env 

Docker.compose.yml part 1 
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Docker.compose.yml part 2
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Docker.compose.yml part 3
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Sample.env 

 

Appendix 3. Demonstration feedback survey 
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