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Data is money, and bad data is loss of money. Nowadays, huge amount of data is created, and the 

amount of data is expected to increase in the future. This data is used for traditional reporting and 

decision making, but also as a basis for automation, artificial intelligence, and machine learning. It 

can also be used for automated business operations, and even automated decision making. For 

these purposes, good quality of data must be ensured because the benefits of data-driven organi-

zation can only be achieved with good quality data.  

 

This research was qualitative yet empirical with measurement done via observations in a case 

company while experimenting and piloting customized data measurement, using a data quality 

measurement tool. In addition, there was a literature review which covered various aspects of data 

quality and data quality maturity models. Both data quality dimensions and data quality maturity 

models were covered in the literature review. Additionally, concrete actions for the possibilities to 

improving data quality and data quality maturity were included in this thesis. 

 
Results of this study showed that the customized data quality maturity assessment can help case 

company to improve data quality maturity in the long run. This study was too short for making the 

data quality improvements visible via the custom data quality maturity tool and actions based on 

the results of using said tool, but concrete steps to improve data quality and DQ management were 

indicated by the data quality maturity measurement tool to be achieved via concrete actions in the 

future. However, data quality awareness and understanding of data quality were improved in the 

case company during this research. There is also a plan to experiment using this custom data 

quality maturity tool for KPI status, target settings and continuous measurements.  

 

Keywords: data quality, data quality improvement, maturity model, data quality dimensions, data 
quality solutions, data profiling, data quality measurement 
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1 INTRODUCTION 

The amount of collected and available data for organizations is rapidly increasing and it will con-

tinue to increase in the future (Statista, 2023). In addition to the traditional, internal data from en-

terprise systems, data is now available for all organizations across industries from many external 

sources and IOT systems. Having transparency and taking care of the data quality is, and will be, 

even more important now when data is not only used for traditional reporting and decision making, 

but also as a basis for automation, artificial intelligence, and machine learning. Then again, the 

results of all this information can be used for automated business operations and even automated 

decision making. Poor data quality can lead to misguided decisions, inefficient processes and de-

creased customer and employee experiences. Benefits of the efforts for being a data-driven organ-

ization can only be achieved with good quality data. 

 

Data quality management has been studied and discussed since the 1980s (Zhu, Madnick, Lee, 

Wang., 2012) but concrete, systematic data quality improvement actions are now required more 

than ever in order to ensure the quality of data in every organization’s operations and decision 

making. All the organizations should also ensure that the data quality of the data received from 

external systems meets the quality standards of their intended purposes. It is a must that the data 

quality is monitored in every step of the data flow, and this information is also available for everyone 

who uses it.  

 

The fact is the data is much more expensive to correct afterwards. The more the data is validated 

already at the source systems, the less expensive it will be for the organization. George Labovitz 

and Yu Sang Chang proposed the 1:10:100 already in 1992 (Grepsr, 2021) which in this context 

means these costs for the data quality are like “$1 for the prevention, $10 for correction, $100 for 

doing nothing” (Grepsr, 2021). Today, on-premises and/or legacy IT systems with several tradition-

ally developed and maintained integrations have created more complex IT system environments 

than in the ‘90’s so much more dollars could easily be added to this rule. Although cloud-based 

systems have lately decreased that complexity, data created today may well end up used by many 

other systems, automations, and AI/ML developments, not just the system creating it or directly 

interfacing it.  
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Historical data is also collected for the reporting and ML/AI purposes and the errors in the data can 

also have an effect in the future. In some cases, it can be too expensive, or even not possible, to 

correct the errors in historical data afterwards, like for example the error by Statistics Finland where 

electricity prices were included twice in the Consumer Price Index due to problems in the data 

sources. This error could not be corrected retrospectively because of international principles. Be-

cause of this, the error effected the decisions based on Consumer Price Index, for example pension 

index and social benefits so it caused extra costs for the government. (Statistics Finland, 2023). 

 

An even worse example is from the Netherlands tax authority which used a self-learning algorithm 

to find out benefits frauds. Thousands of people were affected over six years because of wrong 

labels in the algorithm before these errors in labels were found. Penalties, based on this implemen-

tation, took place based only on “suspicion of fraud based on the system’s risk indicators”. For over 

6 years, people were often wrongly labelled as fraudsters and things like low income or having dual 

nationality and “a non-Western appearance” were marked as a big risk indicator. Consequences of 

that error was devastating for the effected people like poverty which also led to suicides by some 

victims and “more than a thousand children were taken into foster care”. Tax authorities were fined 

by €3.7 million by the country's privacy regulator based on EU’s data protection rulebook (GDPR, 

2012) for example on the basis that they did not have a legal right to process the data and they 

also kept the data and information in their databases for too long (Politico, 2022). 

 

On the other hand, innovative businesses use good quality data to drive growth and transform 

themselves. According to Gartner research, Airbnb and Amazon are good examples of the compa-

nies who use good quality data to take advantage of all their data assets and accelerate growth 

(Gartner, 2018).  

“Good quality data empowers business insights and starts new business models in every 

industry. It allows enterprises to generate revenue by trading data as a valuable asset.” 

(Gartner, 2018) 

 

For example, Airbnb validates product ideas by using “randomized controlled experiments” and 

track their business performance rigorously for maximizing their value for stakeholders (Chang, 

2021). Airbnb has invested in concrete data quality development actions for many years already, 

for example by creating and using their “Midas Certification Process” for certifying their data assets 

(Quoss, 2020). That has brought “a dramatic increase in data quality and timeliness to Airbnb’s 

most critical data” (Wright, 2023). However, they have continued their data quality development 
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actions according to the experiences which they have got from using “Midas certification”, and have 

enhanced and scaled their data quality processes and practices further from this. They have now 

decided to rely on incentivization of both the data producer and consumer, and introduced a data 

quality score which is tied to data asset (Wright, 2023). 

 

Without concrete actions, data quality will not be improved. To set targets and follow up these 

actions systematically, measurements are also needed for the data quality maturity. The data qual-

ity maturity of each business-critical data asset should be transparent to the management and the 

entire organization. There will also be regulations like EU AI Act which will be in force in near future 

and these regulations include “data quality requirements for inclusive, non-biased and trustworthy 

AI” (European Commission, Joint Research Centre, Balahur, Jenet, Hupont Torres et al, 2022). 

The question is, how to achieve all these steps which are needed to improve data quality, get the 

current state of the actions, and follow up the status of these improvement actions? Holistic ap-

proach for using both data quality and custom data quality maturity measurements to improve data 

quality and getting transparency of the data quality improvement actions are included in this study 

(Figure 1). 

 

 

Figure 1. Holistic approach to data quality improvement for systematically improving data quality 
and getting transparency of the data quality improvement actions. Holistic data quality status is 
illustrated in green colour. 
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1.1 Research objectives and questions 

The objectives of this study were to experiment and observe the usage of customized data quality 

maturity template for assessing the data quality maturity in a case company for selected business-

critical data assets in different business lines. In addition, target was to give an overview of the 

different aspects related to data quality like data quality dimensions, effects of poor data quality 

and data quality improvement possibilities. For these purposes, publicly available, free to use data 

quality and data quality maturity model related literature was used. Via the literature reviews it was 

noted that typically either the data quality dimensions or data quality maturity models are included 

in the research but because the data quality maturity is dependent on the quality of the DQ dimen-

sions, both the basics of data quality dimensions and data quality maturity models were included 

in this thesis. 

 

Target is to contribute to the academic discourse on data quality and DQ maturity models, bridging 

the gap between theoretical models and practical implementation. The hypothesis of this study is 

that the usage of this kind of custom data quality maturity assessment tool helps the organization 

to acquire more awareness and understanding of the data quality in general. In addition, to also 

get transparency to the current state of the data quality maturity especially of the business-critical 

data assets. Eventually, by gradually improving the data quality awareness and understanding in 

an organization, and in case correctly incentivized, systematic and concrete data quality improve-

ment actions can be increased. Then it would also be possible to include these data quality im-

provement actions into the business processes. These improvement actions can be regularly 

measured and reported by using the custom data quality maturity assessment tool.  

 

The research questions were: 

 

1) Is this kind of custom data quality maturity assessment tool useful in improving data quality 

of an organization in a systematic way? 

2) How does this custom data quality maturity assessment tool compare to the existing pub-

licly available, free to use data quality maturity models? 
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1.2 Research methods 

The research was qualitative data collection done via self-report and observations. It entailed ex-

perimenting and piloting customized maturity template created in MS Excel as a heatmap and then 

using that in data quality training session in group work discussions and self-report by each group. 

There were five groups and each group had 4-6 participants from different business lines. As a 

result, heatmap of self-evaluations was updated by each group. Group work exercise was also 

done for creating awareness and understanding of data quality and the different data quality ma-

turity dimensions which have an effect on data quality (DQ). In addition to the training session 

including experimenting and piloting the customized maturity model, the study includes observa-

tions done later via feedback about using the customized maturity model template and updating it 

further according to the comments. Additionally, literature review was conducted for taking into 

account the various aspects of data quality and data quality maturity models.  

1.3 Case company 

This thesis was done to an international ICT, network, and digital services company. The main 

driver for this thesis was the growing importance of data quality due to the continuously increasing 

amount of data and using it for internal and external purposes, e.g., reporting, automation, machine 

learning and artificial intelligence cases and decision making. Equally, or even more importantly, 

there is the need to improve the data quality in the source systems to ensure effective operations, 

customer and employee experiences, and ROI. In the case company, Gartner data quality maturity 

model (Baskarada, 2009; Table 2.23: Bitterer, Gartner, 2007) has been used earlier to share the 

maturity of the data quality and plan the actions for improving the data quality. Also, some other 

freely available data quality maturity checks have been done, for example Experian's Data Maturity 

Assessment (Experian, 2023) but the usage of data quality maturity assessments have not been 

included in the regular business processes and practices earlier. 

1.4 Research limitations 

New era of rapidly growing artificial intelligence and machine learning implementations have cre-

ated even more need for transparency of the quality of data which is used as a basis of these 

implementations. Even while doing this thesis, more information about data quality related 
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implementations have been created, however not so much by academic publications but more by 

IT companies with commercial interests, and by specialized individuals. This information is publicly 

available, but it might not be that trustworthy academically. However, after carefully self-evaluating 

the validity of these, some of these were used as a reference in this study. 
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2 EFFECTS OF POOR DATA QUALITY FOR AN ORGANIZATION 

There are studies about the effects of poor data quality already since 1990’s, even from the 1980’s 

(Zhu, Madnick, Lee, Wang., 2012). The article by Redman, published 1998, “The impact of poor 

data quality on the typical enterprise”, is still cited a lot. It includes the typical impacts of poor data 

quality with three categories: Operational impacts, Tactical impacts, and Strategic impacts (Red-

man, 1998, Figure 2).  

 

 

Figure 2. The Impact of Poor Information Quality (Baskarada, 2009, Redman 1998). 

Now the amount of data has increased and is continuously increasing (Statista, 2023), impacts of 

poor data quality are increasing as well. In addition to the so-called traditional impacts for organi-

zations, poor data has even wider effects nowadays because artificial intelligence and machine 

learning implementations are becoming a norm and the end-results of these are used even by a 

basic end-user. Whether these development efforts are useful from the end-user point of view, and 

worth the high investments for the organizations, depends on the quality of the data which is used 

in the development. 

According to UK Government Data Quality Framework,  

“If the stored data is unable to fulfil the requirements of its organization, then it is said to 

be of poor quality and it is deemed useless. All the time and effort an organization invests 

in capturing, storing, managing their data assets will be wasted if the data is not kept clean 

and error-free.” (UK Government Data Quality Framework, 2020) 

 

In many cases, one data quality issue can affect to many below mentioned categories. 
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2.1 Financial impact and reduced productivity 

According to research by Gartner, poor data quality costs businesses an average of $12.9 million 

per year (Gartner, 2021). Additionally, inefficiency and reduced productivity can occur if employees 

waste time managing data quality issues and correcting inaccurate or duplicate data instead of 

performing more productive tasks. This in turn creates extra costs for an organization, either as 

internal costs, or if done by external consultants, direct costs. Both costs can be either hidden or 

visible depending on the way of reporting these either as data quality costs, or if these costs are 

not reported as data quality costs, the costs of these tasks remain as hidden costs for the organi-

zation. When data quality issues affect customers, it leads to unnecessary contacts by them which 

also reduces the productivity and causes customer complaints. Redman has visualized the conse-

quences of Department B correcting the data which it has received from Department A as a “hidden 

data factory” (Redman, Basecap, 2022, Figure 3). In this example, there are only two departments 

included but these hidden costs can be multiplied if there are more departments, and consequently, 

several “hidden data factories” in a company. Also, compliance violations to data privacy and data 

security regulations might take place and lead to penalties which can be very high. For example, 

GDPR regulators issued “hundreds of fines to companies, including Google and Facebook, more 

than €114 million in the first 20 months of GDPR” (GDPR, 2020). 

 

 

 

Figure 3. The Hidden Data Factory (Redman, Basecap, 2022) 
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2.2 Customer and employee experience 

Customer experience might be compromised because inaccurate information being provided to 

customers, such as misspelled names, inappropriate product suggestions, undeliverable mes-

sages, duplicate communications, inaccurate transactions, and customer service histories. This 

can lead to leaving customers and poor Net Promoter Score (NPS) results. For the employees, it 

is frustrating to work with poor quality data which takes time from the productive work, not only in 

the operative work but also development work including poor quality data. For example, cleaning 

the data can take up to 80% of data scientists’ time and “it’s the problem data scientists complain 

about most” (Redman, 2018).  

2.3 Poor decision making 

Poor data quality causes inaccurate analytics which can lead to misguided decision making. With-

out transparency to the data and the status of its data quality, decisions can be called data-driven 

but these decisions might be poor if done with inaccurate data. 

2.4 Reputation damage 

Poor data quality can damage a business’s reputation and lead to poor customer relations. For 

example, duplicate or inaccurate records could result in some customers being contacted multiple 

times, while others are missed out. It can also create mistrust among stakeholders. This could 

potentially lead to loss of business or have an effect when establishing new partnerships. 

2.5 Missed business opportunities 

Data analytics with inaccurate data or data which is not available when it would be required, can 

lead to missed opportunities. Nowadays it is even more important to have accurate real-time or 

near real-time data available for taking advantage of all the possible business opportunities. 



  

16 
 

2.6 Inaccurate data for automation and AI/ML cases 

“Data powers almost all critical, customer-facing flows at Uber. Bad data quality impacts 

our ML models, leading to a bad user experience (incorrect fares, ETAs, products, etc.) 

and revenue loss.” (Uber, 2023) 

 

In short, automating with poor quality data automates the creation of poor-quality data. For the 

AI/ML cases, data quality has to be even more accurate, including the historical data for developing 

predictive models in order to make reliable and well performing models. 

“First, the data must be right: It must be correct, properly labeled, de-deduped, and so 

forth. But you must also have the right data — lots of unbiased data, over the entire range 

of inputs for which one aims to develop the predictive model.” 

(Redman, 2018) 

 

Without good quality data available for AI/ML cases, the results of these implementations will be 

inaccurate and biased and can lead to poor decision making and wasted resources. 

2.7 Delays in system migrations and/or poor data migrated to new system 

There is very high risk for delays for the system migrations when having poor quality data in the 

legacy systems. It causes delays in the migration project and another probable cause is the poor 

data will be migrated to the new system as well thus causing extra problems there. It is like moving 

rubbish from an old apartment to a new one. The data in the legacy system should first be analyzed 

and corrected where needed. These actions must be considered already in the planning phase of 

the migration project because these actions probably have a considerable effect to the migration 

project schedule, resourcing, and costs. It is better to plan the project content and schedule ac-

cordingly than to postpone the go-live because of ignoring the poor data quality effects and costs 

already in the planning phase.  

2.8 Impacts to sustainability and ESG reporting 

Training AI/ML models take a lot of energy to run. According to MIT Technology Review, “training 

just one AI model can emit more than 626,00 pounds of carbon dioxide equivalent – which is nearly 
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five times the lifetime emissions of an average American car” (Hao, 2019; (Strubell, Ganesh, 

McCallum, 2019; Marr, Forbes, 2023). It is possible to estimate carbon footprints of AI models by 

using ”Machine Learning Emissions Calculator” (Schmidt, Luccioni, Lacoste, Dandres, 2023). Con-

sider a case where ML model includes poor quality data, and consequently, all those emissions are 

used in vain.  

 

“Just as you cannot create your financial report without accurate data on all the transactions, you 

cannot create your ESG report without accurate data on all the associated factors” (Collibra, 2023). 

Reporting inaccurate carbon emissions and unreliable data on labour practices in ESG reporting, 

effect the ESG score. Via this, it effects strategic planning, investor decisions and corporate actions 

for ESG (Collibra, 2023). In addition to decreased sales and damaged brand reputation due to 

inaccurate ESG reporting, fines and penalties can also occur which also can have a substantial 

financial impact (U.S. Securities and Exchange Commission, 2022). Term called ”greenwashing” 

means “some companies are trying to lure investors in with false claims about their sustainability 

practices”, (Forbes, 2022). Since greenwashing is a growing problem, and regulators are following 

this up even more carefully, it is now even a bigger risk for a company to include inaccurate data 

in their ESG reporting. 
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3 DATA QUALITY DEFINITION AND DIMENSIONS OF DATA QUALITY 

ISO/IEC 25012 standard defines data quality as “The degree to which data satisfies the require-

ments of its intended purpose” (ISO 25012, 2022). However, there is no worldwide definition of 

data quality. According to Thomas C. Redman, “data is considered to be of high quality if they are 

fit for their intended use in operations, decision making and planning” (Redman, 2016). In addition, 

nowadays there are also increasing amount of compliance requirements for data so data quality 

should also address to this demand in order to avoid fines and penalties from the regulators. 

 

Data quality dimension as a term is widely used to describe the measure of the quality of data. 

However, the key technical data quality dimensions are not standardized. Dimension is also used 

as a term in business intelligence where it “refers to a category for summarizing or viewing data.”  

In their research “Dimensions of Data Quality (DDQ)” Van Nederpelt & Black have analysed the 

data quality dimensions and their definitions. As a result of this research, they have created a list 

of the preferred dimensions, and from these, they have selected most common DQ dimensions as 

Accuracy, Availability, Clarity, Completeness, Consistency, Currency, Punctuality, Timeliness, 

Traceability, Uniqueness, Validity (Van Nederpelt & Black, 2020). 

 

3.1 Technical DQ dimensions 

Accuracy ”is the degree to which data represent real-world things, events, or an agreed-upon 

source” (Gawande, 2022). Accuracy is best to be validated at the source system, and/or measured 

and compared, against the correct information like reference data if available i.e. ISO country codes 

(ISO 3166, 2020), ISO currency codes (ISO 4217, 2015) or product codes by a company (Sci-

enceDirect, 2021).  

 

Completeness “is defined as the percentage of data populated vs. the possibility of 100% fulfil-

ment” (Gawande, 2022). Gawande points out there can be 4 different types of data quality issues 

found in the completeness dimension: 

1. Missing record, for example customer is totally missing from the customer database i.e. there 

is no information about a customer in the customer database although there should be. 
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2. Null attribute, for example there might be some mandatory information missing e.g. e-mail 

address or phone number (Figure 4). 

 

 

Figure 4. Examples of missing attributes like e-mail addresses and phone numbers. (Gawande, 
2022) 

3. Missing reference data means for example, all the required reference values are not available 

to be selected when it is mandatory to select one of the values from the list. For example there 

are only values between 1-10 but the user would need to select 15 and it is not available to be 

selected. 

4. Data truncation, refers to a situation where for example when only part of the data is uploaded 

to database because the target attribute is not large enough compared to the source data at-

tribute (Figure 5). 
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Figure 5. Examples of truncated data values in Job -column. (Gawande, 2022) 

 

Consistency, according to the definition by Gawande refers to “how close your data aligns or is in 

uniformity with another dataset or a reference dataset.” (Gawande, 2022). His examples include: 

1. Record inconsistency: Record which exists in the source system, cannot be found in the 

target system. 

2. Attribute inconsistency: Records exist in both source and target databases/systems, but 

their attributes do not match with each other. 

3. Data inconsistency over time: Remarkable change in one attribute value or data volume 

compared to the expected minor variations. For example, stock price of one company sud-

denly increases by 10 times, or the average of new customers for a company per day is 

about 500 but suddenly there seems to be thousands of new customers or the customer 

count suddenly drops to zero 

4. Reference data inconsistency: Reference data is stored and used inconsistently in dif-

ferent datasets and systems. For example, for the country codes, many different values 

are found even though reference data for using the country codes has been provided but 

it is not validated in the systems and datasets. 

 

Timeliness according to Gawande, “is the time lag between actual event time vs. the event cap-

tured in a system to make it available for use” (Gawande, 2022). Data quality of timeliness depends 
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on user expectation for example for the financial results the accuracy of the figures might be of 

good quality but if these figures are not available on time for the report, the data quality of the 

timeliness is poor.  

 

Figure 6. Example about timeliness data quality issue. (DataCamp, 2023). 

Relevance, in short, means the data is applicable to what it is being used, for example for solving 

a business question or a problem. There has to be information about what the data is suitable to 

be used for. 

 

Validity means the data is accurate and the degree how close the data value is to predetermined 

values or calculation (Gawande, 2022). It can also mean the data values are in the ranges which 

have been provided in advance, like below 100 or between 100 to 200. Examples from DataCamp 

about validity include the customer’s birthdate must be a date in the past, customer’s account type 

must be either “Loan” or “Deposit” (Figure 7).  

 

 

Figure 7. Examples about validity data quality issues (Datacamp, 2023). 
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Reliability means the data represents what it claims to represent also over time and you can trust 

it to be valid also in the future. 

 

Integrity is, as defined by Gawande, “the degree to which a defined relational constraint is imple-

mented between two data sets”. Data integrity issues can be found in one system or between 

several systems (Gawande, 2022). 

 

Precision, according to Gawande, is defined like “The degree to which the data has been rounded 

or aggregated” (Gawande, 2022). There can be for example numerical precision errors like round-

ing of number with too few digits. For example when there using a two-digit precision for GPS 

coordinates the error can be one kilometre compared to using five-digit precision where error is 

only one meter. For the time precision, the simple example is when using only a date to record a 

purchase when also the time would be required in order to get more precise information about the 

time of purchase. (Gawande, 2022). 

 

Format means the “data values of the same attributes must be represented in a uniform format” 

(Gawande, 2022). Gawande also defines this as format conformity and gives the date format as an 

example, for example the same date in a format as ‘YYYY/MM/DD’ and ‘DD-MM-YY’. Gawande 

also mentions data type as another kind of conformity issue. This could mean a numeric value is 

expected but alpha numeric has been given. (Gawande, 2022).   

 

Duplication (Uniqueness) means there are no duplicate records. Example of duplicate record is 

e.g. the same person is included in the customer database with different names or the same person 

is included in the customer database twice or multiple times.  

3.2 Governance DQ dimensions 

Governance type of data quality dimensions is not typically found in the data quality maturity as-

sessment but these are more likely to be included in the data management or data governance 

related maturity models. However, governance is the foundation for improving data quality so in 

addition to the technical data quality dimensions, governance related data quality dimensions were 

also included in the customized data quality maturity measurement. Below are the definitions of the 

data governance related dimensions included in the customized maturity assessment. 
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Data quality governance involves processes for data quality improvement like a defined life cycle 

for recognizing, collecting, prioritising, and controlling data quality issues. 

 

Data quality standards mean there are standards defined for data quality. Experian defines data 

quality standard as “a documented agreement on the representation, format and definition for com-

mon data” (Experian, 2023). It ensures the data entry values are unified. Data can then also be 

validated according to these standards.  

 

Data quality metrics are the measurements of the quality of data. Measurements are done ac-

cording to the business rules. Threshold limits can be decided for the data quality metric so when 

a certain threshold has not been reached, data quality issue will automatically be reported. 

 

Data Quality issue reporting and mitigation is about reacting, prioritizing, and handling data 

quality issues. Data quality issues can be reported manually or automatically via data quality mon-

itoring implementations. Data quality issue reporting gives visibility to the data quality issues and 

via this, also the root causes of the data quality issues can be analysed and corrected if possible. 

DQ issue corrections should be prioritised according to business value so for this purpose, there 

should be a way to prioritise them. A simple version can be created for example in MS Excel by 

using variables like the approximate financial benefit of correcting the issue and approximate costs 

of the correction. In the data catalogue tool IntoZetta, there is possibility to include and show the 

financial costs of errors for the business processes in the dashboard (Intozetta, 2023). With the 

latest tools using ML and AI, it could also be possible to do the corrections automatically for these 

technical DQ issues. 

 

Data quality processes exist for taking care of the data quality proactively. Processes and prac-

tices have been established for taking data quality into account in all parts of the processes in the 

organization. Data quality issues are followed-up, even predicted and corrected, so these do not 

come as a surprise but are managed in a controlled way.   

 

General data management is a way to collect, organize and store the data of the organization. 

The goal is to help organizations to use the available data to make decisions and take actions for 

the benefit of the organization. For this reason, data assets should also be documented, preferably 

in a data catalogue. 
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3.3 Culture & competencies DQ dimensions 

Culture and competencies are very important factors for improving data quality. So, in addition to 

Governance, these were also added to the first version of the customized data quality maturity 

assessment as DQ dimensions. 

 

Collaboration: Silo / Group work as a DQ dimension, mean that especially in a bigger company, 

data quality cannot be improved in silos. It is quite typical the data producers do not even know the 

requirements for the data quality of the data consumers and data quality cannot be improved either. 

There has to be collaboration and information sharing across the organization about the data qual-

ity. That way also the importance about the data quality management gets more visibility and pri-

ority. This may hopefully also lead to the management understanding about the need to include 

data, and data quality, related competence development in the business strategies and KPIs. 

 

Self-service capabilities mean there are possibilities for the business users to interact with the 

data without the need to order and get the data from the technical personnel.  Especially in bigger 

companies, it is often a problem the data consumers do not have access to the data on their own 

but need some technical persons to provide them data for example via SQL scripts, and often 

without any documentation about these scripts. In these cases where the documentation is missing, 

there is no visibility about what kind of rules have been used to fetch the data. Nowadays, whenever 

needed, data consumers should have access to the data themselves, and fetch the data they need 

without technical help. This is the way to improve the data literacy competencies and data quality 

from the business point of view in the most efficient way. 
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4 MEASURING AND ANALYSING TECHNICAL DATA QUALITY 

Measuring data quality creates visibility to the status of data quality so the data quality is no longer 

a black box. Measuring data quality has not yet been standardised but it is done according to the 

needs and resources of each organization. In addition, artificial intelligence and machine learning 

have created a need for new measurements to be checked and monitored. For example, for the 

machine learning, both the quality of historical data quality and the quality of the new data effect 

on the machine learning models (Redman, 2018). 

 

In his article, Redman did two statements of measuring data quality like the expected field error 

rates of about 1-5% meaning the percentage of the fields with an error from the number of total 

fields. Additionally, he states, if the measurements are not done, the organization probably has 

other serious data quality problems as well. (Redman, 1998) 

4.1 Data quality measurement and monitoring tools 

The goal for measuring the data quality should be to have ongoing measurements instead of one-

time activities (Sebastian-Coleman, L., 2013). Even better target for measuring and monitoring data 

should be to get it automated so there will be automated notifications available when the decided 

data quality threshold has not been reached. In this case the ultimate target would be to also get 

the corrections done automatically whenever possible. This will be the future of the data quality 

management i.e. by taking advantage of the augmented data quality solutions which use artificial 

intelligence and machine learning (Forbes, 2022; Gartner, 2022). With the current speed and vol-

ume of data, it might even be impossible to do the required measurements without automation, 

 

For automating data quality measurements and monitoring, there are several tools available. Ehr-

linger and Wolfram conducted a survey about the data quality measurement and monitoring tools 

(Ehrlinger and Wolfram, 2022). In their survey, they focused on the measurement and automated 

data quality monitoring capabilities of these tools. They were able to find altogether 667 data quality 

tools and defined the evaluation criteria to these tools which included the following functionalities: 

data profiling, data quality metrics creation and automated data quality monitoring. By using this 

criterion, they were able to select 8 commercial and 5 open-source tools for more detailed analysis 
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(Ehrlinger, Wolfram, 2022). However, it depends on each organization’s needs and resources 

which could be considered the best fit for them.  

4.1.1 Magic quadrant for data quality solutions by Gartner 

Gartner has done research on the commercial data quality solutions and published “Magic Quad-

rant for Data Quality Solutions” as a result (Figure 8). In Gartner’s research, the focus is on these 

solutions which can serve not only current but also the future needs of the data quality use. Ac-

cording to Gartner, evaluation and selection of the data quality solutions is no more specialized but 

requires collaboration with business and these who have plans to use these solutions for their 

various use cases (Gartner, 2022). Gartner states the data quality solutions are transitioning to 

augmented data quality solutions which they define “as set of capabilities for enhanced data quality 

experience aimed at improving insight discovery, next-best-action suggestions, and automation by 

leveraging AI/ML features, graph analysis and metadata analytics”. (Gartner, 2023).  
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Figure 8. Magic Quadrant for Data Quality Solutions by Gartner (Gartner, 2022). 

4.2 Profiling data  

Data profiling is a statistical analysis and way to get more information about dataset and the status 

of data quality of a dataset. Via data profiling it is possible to get a column specific information 

about e.g., the number of missing i.e. null values, number of distinct values, data types, formats, 

minimum and maximum lengths and values et cetera.  

 

Most data quality tools have at least a basic level of data profiling capability. In addition to the data 

quality tools, there are also Python libraries available for data profiling, for example ydata-profiling 
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(alexbarros, 2023), lux (RenChu Wang, dorisjlee, 2023), DataProfiler (taylorfturner, 2023) and 

Great Expectations (Great Expectations, 2023).  

 

Other tools mentioned in Gartner magic quadrant (Gartner, 2022) offer similar tools, with slightly 

varying options. Tools such as IBM SPSS Modeler have had graphical user interface operated data 

profiling tools for over a decade (IBM, 2023). 

 

Example from Experian Aperture Data Studio about profiling with Core statistics (Figure 9). In Ex-

perian example the core statistics in their profiling feature are: Uniqueness, Completeness, Row 

Count, Has Nulls, Dominant Datatype, Format Count, Shortest Length, Longest Length, Rare Val-

ues, Frequent Values, Long Values and Missing Values (Experian, 2023).  

 

 

Figure 9. Example of Experian Aperture Data Quality tool data profiling functionality (Experian, 
2023). 

In their data quality tool, they have altogether 57 profiling statics, and due to their column tagging 

feature, profiling feature also includes the data tags and sensitive data tags. They have also en-

hanced their profiling features with the notes for the users about the possible data quality issues 

and automated validation rules based on these notes (Experian, 2023).  The Figure 10 illustrates 

the amount of details which could potentially cause data quality issues for a dataset. By using the 

data profiling functionalities, these can be visualized as a summary and these details can be 

checked according to the intended purpose of the dataset. 

 

 

 

 

https://github.com/lux-org/lux/commits?author=dorisjlee
https://github.com/capitalone/DataProfiler/commits?author=taylorfturner
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Figure 10. Experian Aperture Data Quality tool data profiling attributes and their descriptions (Ex-
perian, 2023). 

According to Ehrlinger and Wolfram, data profiling is an essential task before creating data quality 

metrics in order to get insight of the details of a dataset in question (Ehrlinger, Wolfram, 2022). 

Getting more insights of the datasets, and their quality, is equally important before data analysis, 

data migrations and data warehousing so data profiling should be considered as a default practice 

for these purposes as well. 
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4.3 Creating metrics 

Data quality metrics have to be created according to the business benefits. Obviously, there is no 

point to waste time and resources in checking and correcting fields which have no business value. 

The simplest way for creating data quality metrics would be to create metric(s) for checking data 

against for example, reference or master data values in business-critical data assets and their 

fields. Typically, the first metrics which are created are checking for the null values and incorrect 

formats, and after this, develop the metrics incrementally further by adding more checks and vali-

dations including business related rules.  

 

 

Figure 11. Example of applying data quality dimensions to a dataset by DAMA UK Working group 
(DAMA UK, 2013). 

4.4 Monitoring and detecting data issues 

“Still, many data issues are manually detected by users weeks or even months after they 

start. Data regressions are hard to catch because the most impactful ones are generally 

silent. They do not impact metrics and ML models in an obvious way until someone notices 

something is off, which finally unearths the data issue. But by that time, bad decisions are 

already made, and ML models have already underperformed. 
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This makes it critical to monitor data quality thoroughly so that issues are caught proac-

tively.” (Uber, 2023) 

 

Once data quality metrics have been created according to the DQ rules based on business benefits, 

the metrics should be continuously and automatically monitored in order to catch the data quality 

issues quickly. Data quality issues should be automatically notified including the outliers, anoma-

lies, patterns and drifts. Additionally, target would be also to provide monitoring dashboard, log files 

or audit trail for compliance requirements. This kind of dashboard should also provide visibility to 

interactive analytical workflow and visual output of statistical analysis to help business and IT users 

identify, understand, and monitor data quality issues and discover patterns and trends over time. 

 

 

Figure 12. Example from Uber of the data incidents by categories in 2022 (Uber, 2023). 

4.5 Augmented data quality management 

“So much data is being generated and consolidated so quickly that it's become impossible 

to use traditional methods to manage data quality successfully.” (Forbes, 2022) 

 

Augmented data duality management means automating data quality processes and practices by 

taking advantage of advanced algorithms, machine learning and artificial intelligence. It enables to 
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also correct data automatically, learn from that and improve according to the learnings. Augmented 

data quality management is a must have in near future, and “machine learning and automation can 

reduce manual data management tasks by 45 percent.” (Deloitte, 2022). Augmented data quality 

can improve data quality productivity but it is not possible to fully automate it. However, it is not a 

must to have 100% data quality so it can be so that the machine learning model could achieve the 

accepted level of data quality by being able to detect enough data quality problems and correct 

these automatically. Self-learning models could get even better results but, in any case, data stew-

ards are needed to validate or review and accept the corrections. Data stewards understand the 

business needs of the data and because of this, the corrections cannot be fully automated. Even 

though ML and AI applications can help improve the data quality, people like business data stew-

ards, are still needed to be involved in the data quality activities. 

4.6 Root causes of data quality issues 

Redman has stated “To Improve Data Quality, Start at the Source” (Redman, 2020). 

 

“Rather than fixing data quality by finding and correcting errors, managers and teams must 

adopt a new mentality — one that focuses on creating data correctly the first time to ensure 

quality throughout the process. This new approach — and the changes needed to make it 

happen — must be step one for any leader that is serious about cultivating a data-driven 

mindset across the company, implementing data science, monetizing its data, or even simply 

striving to become more efficient. It requires seeing yourself and the role you play in data in 

a new way, all the while identifying and ruthlessly attacking the root causes of errors, making 

them disappear once and for all.” (Redman, 2020). 

 

Techniques for identifying root causes of the data quality issues are the same as for any root cause 

analysis, like Fishbone and 5-Whys as presented with good example cases by Southekal 

(Southekal, 2022). This example fishbone, in fact, includes quite many of the root causes of data 

quality issues like lack of data standards, poor data integration and using free text fields. To find 

out the root cause of each DQ issue, first select a data quality issue for which there is a need to 

find a solution, and then use for example fishbone diagram (Figure 13) and/or 5-whys method to 

first find out a root cause(s) and then plan how to fix these. 
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Figure 13. Fishbone diagram example by Southekal for identifying a root cause for wrong customer 
addresses (Southekal, 2022). 

For drilling down to the individual data quality issues, after the fishbone diagram, Southekal sug-

gests to use 5-whys method i.e. five consecutive questions starting with why. (Southekal, 2022). 

 

As an example of 5-whys, he used the following question set: 

“1. Why didn’t the Data Pipeline routine get deployed on time? 

– Because the development could not be completed on time. 

2. Why were the development not completed on time? 

– Because the testing the application took a lot of time. 

3. Why did testing the application took a lot of time? 

– Because there was no quality data available to test. 

4. Why was data quality poor? 

– Because data was manually entered by poorly trained users. 

5. Why were the users not trained? 

– Because we do not have a data literacy program in the company.” 

(Southekal, 2022). 

 

 

 

According to Redman two most frequent root causes involve: 

1. Data Producers, i.e. those who create data, do not know others have requirements for their 

data 
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2. Data Consumers, i.e. those who are victimized by poor data, reflexively act to fix bad data 

(Redman, 2022) 

 

The validation and/or monitoring of the data at each source system should also consider the further 

usage of this data to prevent the consequences of poor data quality in downstream. Should these 

data quality issues arise for the data consumers, they should be reported so that the root causes 

for these could be corrected. 

 

Another example of root cause is from Uber where they had an app experiment which started to 

log fares differently (Uber, 2023).  

 

Additionally, root cause example from Statistics Finland: 

 

“The rise in prices was taken into account incorrectly twice in the price index of electricity. 

The rise in prices was for the first time introduced in the index in January 2022, when the 

rise in prices was visible as an increase in the obligation to deliver prices, and for the 

second time the corresponding price rise visible to consumers was included in the index in 

November 2022.” (Statistics Finland, 2023) 

 

From these examples, it can be learned there is a high risk for data quality problems when changes 

in implementations occur. All the changes must be carefully planned and tested, in the similar man-

ner as in the software development process. Continuous data quality monitoring should also take 

place so any changes in the data can quickly be noted and considered in the implementations. 
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5 OVERVIEW OF DATA QUALITY MATURITY TOOLS 

Maturity models can be used as a tool to benchmark the current state of an organization and guide 

it how to improve and get to the next level of maturity. Typically, data governance, data manage-

ment and data quality maturity models are presented in quite high-level stages which do not offer 

sufficiently differentiation between the maturity stages so it is challenging to use these for checking 

and sharing the information about the improvements in the maturity. When such high-level maturity 

model is used, it can take years to reach the next maturity level and make the progress visible in 

this kind of model. 

 

Several data management and data governance maturity models have been published and mar-

keted by consulting companies. Most of these need to be purchased. There is research done via 

literature review which includes an overview of 22 maturity models for data management (Belghith; 

Zitoun; Skhiri dit Gabouje; Ferjaoui 2021). For example, TDWI is included in their study and TDWI 

has published a new data management maturity model assessment in the beginning of 2023 and 

it can be used free of charge by giving the contact details (TDWI, 2023). However, this maturity 

model includes high level questions, and mostly other than data quality maturity questions so it 

does not include data quality maturity score separately but in addition to Overall score, it includes 

scores for Organization, Resources, Architecture, Data lifecycle and Governance (TDWI, 2023).  

 

Comparing different maturity models is challenging, or even impossible. In her article, data man-

agement practitioner Irina Steenbeek compared between DAMA-DMBOK2 and DCAM® 2.2 mod-

els and found there are the same levels included, i.e., Level 0 to Level 5 but these levels have so 

different descriptions they cannot be compared (Figure 14). 
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Figure 14. Comparison between DAMA-DMBOK2 and DCAM® 2.2 maturity models (Steenbeek, 
2021). 

5.1 Gartner’s data quality maturity model 

Gartner has published Data Quality Maturity Model in 2007 and it is available for Gartner clients, 

and it can also be purchased on their website (Gartner, 2007). 

 

Sasa Baskarada has included Gartner’s Data Quality Maturity Model in his research about Infor-

mation Quality Management Capability Maturity Model (Figure 15). These levels are defined in high 

level and by following this, it would be challenging to set targets and follow-up the progress by 

using this and get company-wide visibility to the data quality maturity. This could maybe help to 

guide the data quality improvement actions in quite a small company but for the bigger ones, it 

would need to be more detailed and/or followed-up per business unit. For this reason, by using this 

one, it could take years until the next level has been reached. Additionally, there is nothing men-

tioned about the business benefits versus data quality actions. Data quality improvement actions 

must be prioritised in such a way the business benefits will be gained out of these, and the sooner, 

the better.  
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Figure 15. Table 2.23: Gartner’s Data Quality Maturity Model, Bitterer, Gartner, 2007 (Baskarada, 
2009). 

5.2 OvalEdge data governance maturity model 

OvalEdge offers data governance maturity model questionnaire which can be used free of charge 

by giving the contact details. It includes questionnaire about data quality program (OvalEdge, 2023, 

Figure 16). Additionally, it includes questionnaires about data access management, data literacy 

program, IT data management and general data governance questions (OvalEdge, 2023). It is a 

concrete and easy way to assess Data Quality and Data Governance maturity without having to 

purchase this kind of tool. Compared to e.g. TDWI, DAMA-DMBOK2 and Gartner Data Quality 

Maturity models, it also includes more in-depth questions about the matters effecting to data quality 

and data governance maturity so it could be used to guide the organization towards these concrete 

actions which are needed to improve data quality and DQ maturity. By using this tool, it would be 

possible to follow-up and get visibility to the status of data quality improvement actions and it would 

not take years to see the progress of data quality improvement actions via using this tool. However, 

it is still in quite a high level and like with the Gartner DQ Maturity Model (Baskarada, 2009; Table 

2.23: Bitterer, Gartner, 2007), it would probably be more useful in quite small companies. Addition-

ally, this one also lacks the business benefits perspective of the DQ improvement actions. 
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Figure 16. Data Quality Program Questionnaire sheet of OvalEdge Data Governance Maturity 
model which includes 15 general questions about data quality (OvalEdge, 2023) 

 

Questions in the OvalEdge data governance maturity model are to be answered in levels 1-5 with 

the following values (OvalEdge, 2023): 

 

Level Answer option to maturity model questions 

Level 1: No “Issues are dealt with as they appear” 

Level 2: Beginning “The importance is becoming apparent and commonly 

accepted. Efforts are beginning as the organization de-

termines what is needed” 

Level 3: In Progress “Policies and documentation are being created to imple-

ment a solution. Actions are being taken such as ap-

pointing people to positions or installing a tool.” 

Level 4: Yes “The organization is now enforcing policies and proce-

dures for data governance. There is an implemented so-

lution being monitored for success.” 
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Level 5: Absolutely “The implemented solution is working and only needs a 

small improvements for optimization. Workflows are re-

designed to reduce redundancy.”  

 

 

After completing the OvalEdge Data Quality Program questionnaire (OvalEdge, 2023), the results 

are visualized in the “Results” sheet (Figure 17). In order to get the overall results for Data Govern-

ance Maturity, also the other related questionnaires should be completed. 

 

 

Figure 17. Results sheet of OvalEdge Data Governance Maturity questionnaire (OvalEdge, 2023). 
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6 CUSTOM DATA QUALITY MATURITY MEASUREMENT ASSESSMENT 

Data quality maturity model must suit organization's needs, goals, and context so it is also possible 

to customize an existing model to fit to these specific requirements of an organization. Customized 

data quality maturity measurement tool was used in this study. The first draft version of this was 

based on existing literature like the book “Data Quality Assessment” (Maydanchik, 2012), “Bad 

Data Handbook” (McCallum, 2012) and the Gartner DQ Maturity Model (Baskarada, 2009; Table 

2.23: Bitterer, Gartner, 2007). It was created in MS Excel as a heatmap by using four level scoring. 

Technical parts of the maturity measurement had initially been created for measuring the data 

quality maturity of handling the batch data and data fetched via integrations. The first draft version 

was enhanced to also cover governance, culture and competencies and this version was used in 

this study as a basis.  

 

In this customized data quality maturity measurement data quality maturity dimensions were eval-

uated in levels 1-4 with the following values included in the maturity assessment and heatmap: 

 

Level 1: Red (as lowest score) 

Level 2: Yellow 

Level 3: Light green 

Level 4: Green (highest score) 

 

For each data quality maturity dimension, a corresponding score compared to the scoring criteria 

was given and updated in the heatmap. This way it is visible what are the DQ maturity dimensions 

which are already in good condition and which ones need to be improved. It is also possible to use 

this assessment tool to plan how to improve the data quality and what would be the most important 

DQ improvement actions and tasks to concentrate on for improving data quality maturity. This way, 

it would also be possible to prioritise and set targets for the DQ maturity dimensions. 

 

This maturity tool was created for implementing regular measurements according to the need of 

the case company, i.e., every quarter, half of the year or yearly, to check the maturity and highlight 

improvements which had been achieved in the data quality maturity of a business-critical data asset 

in question. Further enhancements to the DQ maturity measurement tool had already been done 

according to the comments and feedback received from the pilot users of the case company. More 
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comments, feedback, and observations for improving the DQ maturity measurement tool will be 

expected once more measurements will be done so development of the tool for the case company 

will continue. 

 

 

Figure 18. Example of visualization of heatmap results when using all DQ maturity levels 1-4 with 
random evaluation results. 
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6.1 Technical DQ assessment 

Technical DQ assessment part of the customized DQ maturity assessment is probably the most 

challenging part of the customized DQ assessment because it requires detailed knowledge about 

the data asset in question, data flow and technical DQ dimensions. Without detailed knowledge of 

the data asset and these DQ dimensions, the scoring of these DQ dimensions won’t be trustworthy. 

During the study, it was noted the less familiar the pilot users were with the details of data asset, 

the more optimistically the score of the status was reported. In these cases, the reason for this 

could have also been the differences in the rating between the participants within a group with 

different opinions about the score leading to a compromised result as an average. So self-reporting 

is not to be taken as definitive measurement, but it is subjective. This highlights the fact that the 

scoring should be based on evidence, and if there is not enough evidence, these DQ dimensions 

should be assessed only once there is enough knowledge and evidence.  
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Figure 19. Technical data quality dimensions including the definitions of their scores in the first 
version of the customized data quality maturity tool. 

6.2 Governance DQ assessment 

Governance part of the DQ assessment include these DQ dimensions which are fundamental for 

improving data quality. These require actions which have to be taken universally across the organ-

ization, i.e. to be included in the business processes. It was noted during the study that the score 
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for the data quality metrics DQ dimension was identical to all groups in a way that even though 

some metrics are in place and data quality is monitored, there is room for improvement and creating 

more DQ metrics. 

 

 

Figure 20. Governance related data quality dimensions including the definitions of their scores in 
the first version of the customized data quality maturity tool.   
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6.3 Culture and Competencies DQ assessment 

Culture and Competencies DQ dimensions were added to the first version of the customized data 

quality maturity assessment to bring out the importance of the collaboration and competence de-

velopment which are required to accelerate the data quality improvement actions. These kind of 

DQ dimensions should be understood to be vital for the DQ maturity improvement, in addition to 

Governance related DQ dimensions. 

 

 

Figure 21. Culture and Competencies related data quality dimensions including the definitions of 
their scores in the first version of the customized data quality maturity tool. 
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7 PREREQUISITES FOR THE CUSTOM DQ MATURITY ASSESSMENT 

The first task for the pilot users of the customized DQ Maturity Assessment was to choose a data 

asset for which the DQ maturity assessment would be done. Instructions for this were to choose a 

business-critical data asset. For the chosen data asset, it was also requested to write down whether 

it is something they use as data consumer, or which they produce for others to use i.e. act as data 

producer (Figure 22). That was to highlight the roles of data producer and data consumer, and 

whether for example data producers have knowledge of their data consumers, and vice versa. 

 

 

Figure 22. Instructions for choosing the business-critical data asset for custom DQ maturity assess-
ment. 

While doing this study, it was observed there are certain prerequisites for doing this custom DQ 

Maturity Assessment. These were not included in the DQ Maturity assessment tool as pre-requi-

sites but during this study, it became clear that to benefit the business in the best possible way, 

these prerequisites should be included in the future. 

7.1 Business critical data asset 

Selecting a business-critical data asset for the assessment. It should be of high value to the busi-

ness to get as much benefit as possible of the assessment. Business critical data assets are the 

data assets which are the most important one related to an organization’s business operations, 

decision making, customer’s needs and demands for fulfilling regulatory and compliance require-

ments. However, each organization must themselves decide which data they consider to be critical 

for them and making these decisions should be led by business. Business critical data asset can 

even be for example one column, like ID, if that is critical for the business and must be consistent 

in every system and system integrations. Additionally, it should be taken into account that selecting 

the business-critical data asset is not a department specific decision to be done in silos, but it 

should be based on the core business purposes of each organization to cover the business oper-

ations and decision making end-to-end. 
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Examples of the business-critical data assets are master data like: 

• Customer data 

• Product/Material data  

• Employee data 

• Vendor data 

 

Transactional data like: 

• Operational data 

• Financial data required for auditing purposes 

• Corporate financial data 

 

However, these are only high-level examples. In the details of these data assets, there are data 

assets which add more value to the business than others. So in the end, the data quality activities 

should be targeted even to the detail level of these high level, business-critical data assets. For 

example, in the worst-case scenario, it can be possible to be fined for even one PII in the wrong 

field so it should be very carefully to be monitored and followed-up this kind of case does not arise 

(GDPR, 2020). 

 

Regarding the decision-making process which is based on the data, reports and dashboards deliv-

ered by data team, there is a different kind of approach to find out the business-critical data. 

For example, in his article, Dengsøe gives practical steps for identifying business-critical data from 

the data team perspective, like data models and dashboards (Mikkel Dengsøe, 2023). He states it 

is important to identify these business-critical downstream dependencies and use cases. These 

can be tagged critical so there would be visibility about these critical data assets which effect to 

this critical dashboard, like in the Figure 23. In the data team case, the business-critical data asset 

for the DQ assessment could be for example a very important dashboard. For this business-critical 

dashboard, all these data models upstream are on the critical path (Figure 23). Data flow of this 

dashboard should be the first task to find out and document, preferably in the data catalogue. In 

addition to the reports and dashboards, the data which has to be reported to the regulatory author-

ities is critical. The reason for this is C-suite can be held personally liable for reporting incorrect 

data to regulators (Dengsøe, Murphy 2023). Additionally, now that the machine learning and artifi-

cial intelligence implementations are increasing, it is important to get transparency of the data and 
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data flow effecting to these. For this purpose, a business-critical implementation could be selected 

and the data effecting to this should be tracked before doing the DQ maturity assessment. Data 

and data lineage of artificial intelligence and machine learning implementations will also be regu-

lated soon so this will increase the business-criticality of these (European Commission, Joint Re-

search Centre, Balahur, Jenet, Hupont Torres et al, 2022). Although it is a risk-based model, and 

it will not cover all the development, it will lead the way for inclusive, non-biased AI/ML develop-

ment. Consequently, it increases the importance of the DQ maturity assessments of the data which 

is used as basis of these AI/ML implementations. 

 

 

Figure 23. Tracking down the critical path for identifying business-critical data from the data team 
perspective (Dengsøe, Murphy 2023). 

7.2 Data literacy of the business-critical data asset to be assessed 

According to Sebastian-Coleman, “Data literacy is the ability to read, understand, interpret, and 

learn from data in different contexts and to communicate about data with other people”. It requires 

skills, knowledge, and experience to become data literate. Data literacy of the business-critical data 

asset is a must for doing the data quality maturity assessment for it and get the most benefit out of 

the assessment. Data literacy in this context means the selected data asset should be familiar 
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enough to the one(s) who do the assessment. However, it is one kind of result if it turns out the 

selected data asset is not familiar enough and it would mean the data asset in question should first 

be familiarized with and then do the assessment again. Note it is possible to use this DQ maturity 

assessment both individually and as a groupwork. When doing it as a a groupwork, everyone in-

cluded in the group will not need to be on the same level of data literacy, but everyone has a chance 

to learn from each other. It is also important to note, according to Sebastin-Coleman,  

 

“No single individual can know everything about an organization’s data. But, together, peo-

ple can solve more problems in better ways if they understand data as a construct, recog-

nize the risks associated with data production and use, cultivate a level of skepticism about 

data, and develop skill in visualizing and interpreting data. They will solve even more prob-

lems if the organization supports these efforts through disciplined metadata management 

and data quality management.” 

 (Sebastian-Coleman, 2022) 

7.3 Data flow, data catalogue and data lineage 

For getting the most benefits of the data quality maturity assessment, the data flow architecture 

should be known and documented. This kind of documentation includes the information about 

where the data comes from, where it goes to, and which transformations are made to it in between. 

Data flow should be documented transparently, and it should be easily found and accessible by the 

data consumers. Easily accessible data documentation accelerates the usage of the data in the 

implementations in reporting, automation, artificial intelligence, and machine learning, and ensures 

the knowledge is not lost due to changes in personnel. Preferably this kind of documentation is 

found and visible in the data catalogue. Data catalogue includes metadata type of information about 

for example source systems of organization, datasets, data owners, data/business stewards, busi-

ness glossary, data lineage, reports, and data quality.  

 

For example, in Collibra Data Catalogue tool, there are two types of data lineages: 

 

1) Technical lineage (Figure 24): more detailed data flows including data objects like tables and 

columns, data transformations and source code for information to e.g., data engineers, data 

architects and technical stewards. 
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Figure 24. Example of technical lineage by Collibra Data Catalogue tool (Collibra, 2023). 

2) Business lineage (Figure 25): a summary of technical lineage for business stewards and an-

alysts 

 

Figure 25. Example of business lineage by Collibra Data Catalogue tool (Collibra, 2023). 

Via data lineage it is possible to have auditable trail of data transformations across the whole data 

flow. Data quality should be considered and monitored in all parts of the data flow (Figure 26). By 

using data catalogue tool, it is also possible to create visibility to the data quality rules and metrics 

of the data assets and automate the data issue creations, so these are linked to the data asset in 

question. From the end-to-end data lineage, it is possible to see where this data issue has effect 

to. 
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Figure 26. Simplified Data Flow (Southekal, 2023). 
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8 IMPROVING DATA QUALITY MATURITY 

First step for improving data quality maturity is to prioritise data quality improvement and analyse 

the current state of DQ maturity by using a DQ maturity model. Based on the current state analysis, 

it is possible to plan the concrete DQ improvement actions in more detail according to the business 

needs of your organization. After doing the current state analysis, setting the targets for improve-

ments, and prioritising these actions which can contribute to achieving the next levels in DQ ma-

turity, and with the business benefits always in the focus. For the concrete improvement activities, 

even quite detailed level instructions, possible templates, guidance, and leadership are needed. 

The most effective improvement actions are the ones which effect to the root causes of the data 

quality issues.  

 

To set realistic goals for the DQ improvement actions, the required resources, their competencies, 

needed roles and responsibilities for achieving these goals must be taken into account. Without 

competent enough resources with properly defined roles and responsibilities, only ad-hoc improve-

ments in DQ maturity will be achieved. DQ improvements are not something one can do without 

dedicated time for it. Unfortunately, this is often neglected because the financial benefit for this 

work is not directly visible but considered as a cost for an organization. According to Jones (2017), 

the iceberg of ignorance is evident in the data quality context as well, meaning that only 4% of the 

data quality problems are known to the top management and only 9% of these are known to middle 

management. Most of the data quality problems are below the visibility of the management and 

only known by the supervisors and employees (Jones, 2017). Therefore, it is vitally important the 

management is aware of these invisible costs. Better yet would be to start to collect and follow up 

the costs of doing the corrections of poor data, which in the worst-case scenario, are done manually 

and even by subcontractors. To get visibility to these costs would be one way to get buy-in and 

support from the management for the data quality activities. Improving data quality maturity requires 

concrete actions for creating data quality metrics and targets for these. These metrics must be 

regularly monitored, and the DQ maturity regularly assessed to find out and share the progress of 

DQ improvement actions. 
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9 ANALYSIS & RECOMMENDATIONS 

9.1 Results 

Research questions of this study were: 

 

1) Is this kind of custom data quality maturity assessment tool useful in improving data quality 

of an organization in a systematic way? 

2) How does this custom data quality maturity assessment tool compare to the existing data 

quality maturity models? 

 

Hypothesis of this study was using custom data quality maturity assessment tool helps the organi-

zation to get more awareness, understanding and help them to plan actions to improve data quality 

and data quality maturity in general. Additionally, it can also provide transparency to the current 

state of the data quality maturity which is very important especially for the business-critical data 

assets. In the case company this kind of more detailed data quality maturity model proved its pur-

pose because, in addition to the data quality trainings, it has been decided to continue the usage 

and further development of this kind of customized data quality maturity assessment in the case 

company. Since it typically takes time to improve data quality so it would be visible even by using 

in this customized, more detailed data quality maturity assessment, there was not enough time for 

gathering evidence about improved data quality during this research. In addition, the improvement 

of the awareness and understanding of data quality is quite challenging to measure. It was not 

measured during this research so these results are not available as a result of this study. One kind 

of measurement for the improvement of understanding of data quality of business-critical data as-

sets could have been for example the addition of data profiling practises to the processes but there 

was not enough time and resources to introduce these kinds of new practices during this study. 

However, according to the observations, the data quality awareness, and understanding was im-

proved in the case company during this research, and it has led to the planning of the concrete 

data quality improvement actions of the business-critical data assets. There is also a plan to start 

and experiment using this custom data quality maturity tool for KPI status, target settings and con-

tinuous measurements. KPIs are to be calculated based on the results of the DQ dimension scores. 
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During this study, no other comparable data quality maturity measurement assessment was found; 

instead, all the DQ maturity measurements assessments which could be studied, are in too high a 

level to be operationally useful. With reference to this, it was found the data quality maturity meas-

urements are not comparable even though it was not possible to compare all the available methods 

because most of these must be purchased. Additionally, because data quality mostly depends on 

data management and data governance, data quality is often just one part of these data manage-

ment and data governance maturity measurements. In addition, it was noted this first version of the 

custom data quality maturity tool also requires updates to enhance and accelerate the usage of it 

in the case company. Consequently, feedback and observations for improving the customized data 

quality maturity template have been considered and implemented simultaneously while doing this 

study. One important improvement was to include “how-to” instructions for the DQ dimensions to 

guide the users to get to the next level of DQ maturity. It was also noted that this custom data 

quality tool might be in too detailed level for the higher management, so it is under planning whether 

there is a need to create another version for the management, or use another, higher level DQ 

maturity model for the management. Another idea for improving the custom DQ maturity model is 

to include the responsible roles/owners for each DQ dimension but this would also require the 

higher-level ownership to get the resourcing and budget for these data quality improvement actions. 

9.2 Discussion 

It has been noted during this study that this customized data quality maturity template is created 

and improved in such a way it could be used also in other organizations either for data quality 

training and/or improving data quality awareness and visibility. It can also be used for planning data 

quality improvement actions and for measuring the effect of these improvement actions in quite a 

detailed level. Even KPIs and targets regarding these could be created based on the current state 

of the data quality maturity.  

 

Limitations for the usage of this kind of customized data quality maturity assessment is that the 

data quality related details which are included in the assessment, might not be self-evident for these 

who are not so familiar with the details of the business-critical data asset in question, and the data 

quality terminology. So even though this customized DQ maturity assessment tool has already 

been enhanced in the case company, it still requires further improvement so it can be understood 

by such a user who does not have enough knowledge to do self-evaluation of all these questions 
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which are included in the customized DQ maturity assessment tool. In such cases, it cannot be 

used effectively without guidance and discussion about the meanings of the DQ dimensions and 

scores. This would need to be studied more and further enhancements to the maturity tool accord-

ingly. 

 

In addition, it was noted this kind of self-evaluation without evidence probably gives more optimistic 

results than what the actual status is. To get reliable results of the assessment, there would need 

to be evidence as reference included in the heatmap, for example, in the comments of the heatmap 

field. This would be useful for information sharing purposes as well. Also, to get some improve-

ments to the data quality maturity, it would be more useful to give a lower score than a more opti-

mistic one. In case there is not enough knowledge of the actual status, it would be skipped, and 

score(s) would be given only once there is enough knowledge and/or evidence, of the actual status. 

 

Management support is vital for improving data quality since the DQ improvement actions are not 

taken by accident. However, this kind of more detailed data quality maturity assessment might be 

too detailed for the management to understand the data quality and the requirements for improving 

the data quality. It might be there is a need to have a separate, higher level data quality maturity 

assessment for the management? It would have to be linked to this more detailed one. It could be 

for example that only some parts of the DQ maturity assessment are included in the management 

part of the DQ assessment, and the target for the more detailed DQ assessment would be set 

according to these. Also, if the management is familiar with some other kind of higher level DQ 

maturity assessment, they could be linked to get visible improvements also in the higher level DQ 

maturity assessment.  

9.3 Reliability and validity of research 

The effect of the usage of this customized data quality maturity template was experimented in only 

one case company so it should be experimented in some more organizations. This would give more 

information and feedback about the usage and contribution of using this kind of maturity tool for 

improving data quality and related practices within different kinds of organizations. In the literature 

review, no other comparable data quality maturity models were found but not all these maturity 

models were studied in this thesis. Most of data quality and data governance maturity models would 
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have had to be purchased, and, since the maturity models are not standardized, they are not com-

parable either.  

 

Additionally, the actions needed for improving data quality typically take time and resources to 

implement. This study should have taken more time for the data quality improvement to be noted 

in the assessment. However, while doing this study it has proved its purpose for the case company 

to use customized and more detailed data quality maturity model for assessing organization’s data 

quality maturity and use this information for planning what kind of actions are needed to improve 

data quality. It was also found it is possible to set the KPI targets after analysing the current state 

of DQ maturity and follow-up the progress even with just one KPI target number, aggregated from 

the DQ maturity tool. This way, including the regular DQ maturity assessments, it can be used as 

a continuous practice which also enables to develop the maturity model and improve data quality 

practices according to the need of the organization in question. For the management, it can offer 

more detailed transparency about the data quality maturity of the company in the business-critical 

data asset level.  

9.4 Further research 

The first idea for further research would be to use this kind of custom data quality maturity tool in 

another organization, or even several different organizations to get their results of using it to com-

pare the results of this thesis. 

 

Further research would also be needed to create more automation into the data quality maturity 

assessment and achieve automated visibility about the data quality and data quality maturity of the 

business-critical data assets in an organization. Continuous data quality monitoring and automated 

corrections of business-critical data assets, wherever possible, must become business as usual in 

near future. Column-level validations of business-critical source data, monitoring the integrations 

between systems and ensuring the consistency of the data between systems could solve most 

challenges in data quality.  

 

In addition, it would be feasible to study the AI systems’ data quality related aspects in more detail 

and develop a maturity model for assessment. It should be done to ensure publishing transparent 

and trustworthy AI systems where their development includes all these mandatory aspects for 
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inclusive and non-biased AI which will be required by the EU AI Act soon (European Commission, 

Joint Research Centre, Balahur, Jenet, Hupont Torres et al, 2022). There is now an urgent need 

for the organizations to prioritize their efforts to address data quality challenges, ensuring their AI 

systems deliver accurate, reliable, and unbiased results. For this purpose, MS Excel and self-eval-

uations of data quality maturity are not enough to prove it without automated monitoring and evi-

dence.  
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10 CONCLUSIONS 

Improving data quality is not rocket science. It requires concrete actions which are to be done end-

to-end in good collaboration with the specialists in IT, data management, and especially with the 

business specialist who are experts in the business-critical data assets and these details which 

have an effect to business, and consequently, the bottom line. It should be a default, and embedded 

into the business processes, to measure the data quality maturity as a starting point, and while 

doing this, plan, set priorities and targets for the improvement actions. This way targets should be 

followed-up across the organization so the improvements of the data quality maturity would be 

visible. This would enable to also share learnings, best practices and improvement actions which 

contributed to the improved DQ maturity across the entire organization.  

 

Data quality related knowledge and understanding seems to be challenging and time consuming 

to achieve. It requires attention to detail but also business understanding about the data in question 

and how it relates to the big picture from the business point of view. However, when given the 

concrete visibility to the data, and the related information and/or documentation about it, everyone 

can learn to “read data”. Nowadays it is a must to learn, and continuous learning is everyone’s 

responsibility, just like the data quality improvement is. People, their knowledge and experience 

about business and data, data literacy competencies, and last but not least, collaboration and col-

lective intelligence are the keys to the data quality improvements. This kind of culture requires 

individuals to learn and collaborate across the whole organization, and the organizations to priori-

tise and allocate resources to data related learning and concrete actions to improve data quality. 

Devil is in the details, and nobody can by themselves know every detail which effect to data quality 

and can have significant effect to the business. Business-criticality of the data should be visible and 

known to all employees end-to-end of the business processes. This way the actions and resources 

can be prioritised to these data assets and their details which are the most important from the 

business point of view.  
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