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Data is money, and bad data is loss of money. Nowadays, huge amount of data is created, and the
amount of data is expected to increase in the future. This data is used for traditional reporting and
decision making, but also as a basis for automation, artificial intelligence, and machine learning. It
can also be used for automated business operations, and even automated decision making. For
these purposes, good quality of data must be ensured because the benefits of data-driven organi-

zation can only be achieved with good quality data.

This research was qualitative yet empirical with measurement done via observations in a case
company while experimenting and piloting customized data measurement, using a data quality
measurement tool. In addition, there was a literature review which covered various aspects of data
quality and data quality maturity models. Both data quality dimensions and data quality maturity
models were covered in the literature review. Additionally, concrete actions for the possibilities to

improving data quality and data quality maturity were included in this thesis.

Results of this study showed that the customized data quality maturity assessment can help case
company to improve data quality maturity in the long run. This study was too short for making the
data quality improvements visible via the custom data quality maturity tool and actions based on
the results of using said tool, but concrete steps to improve data quality and DQ management were
indicated by the data quality maturity measurement tool to be achieved via concrete actions in the
future. However, data quality awareness and understanding of data quality were improved in the
case company during this research. There is also a plan to experiment using this custom data

quality maturity tool for KPI status, target settings and continuous measurements.

Keywords: data quality, data quality improvement, maturity model, data quality dimensions, data
quality solutions, data profiling, data quality measurement
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ABBREVIATIONS

Al Artificial intelligence

ADQ Augmented Data Quality

API Application Programming Interface

CPI Consumer Price Index

DQ Data Quality

DQM Data Quality Management

DLC Data Life Cycle

DG Data Governance

DM Data Management

ESG Environmental, Social, and Governance
ETA Estimated Time of Arrival

ETL Extract, Transform, Load

ELT Extract, Load, Transform

EU European Union

GDPR General Data Protection Regulation
0T Internet of Things

IT Information Technology

ML Machine Learning

PIl Personal Identification Information (e.g., name, address, social security

number, passport information, biometric records)



1 INTRODUCTION

The amount of collected and available data for organizations is rapidly increasing and it will con-
tinue to increase in the future (Statista, 2023). In addition to the traditional, internal data from en-
terprise systems, data is now available for all organizations across industries from many external
sources and |OT systems. Having transparency and taking care of the data quality is, and will be,
even more important now when data is not only used for traditional reporting and decision making,
but also as a basis for automation, artificial intelligence, and machine learning. Then again, the
results of all this information can be used for automated business operations and even automated
decision making. Poor data quality can lead to misguided decisions, inefficient processes and de-
creased customer and employee experiences. Benefits of the efforts for being a data-driven organ-

ization can only be achieved with good quality data.

Data quality management has been studied and discussed since the 1980s (Zhu, Madnick, Lee,
Wang., 2012) but concrete, systematic data quality improvement actions are now required more
than ever in order to ensure the quality of data in every organization’s operations and decision
making. All the organizations should also ensure that the data quality of the data received from
external systems meets the quality standards of their intended purposes. It is a must that the data
quality is monitored in every step of the data flow, and this information is also available for everyone

who uses it.

The fact is the data is much more expensive to correct afterwards. The more the data is validated
already at the source systems, the less expensive it will be for the organization. George Labovitz
and Yu Sang Chang proposed the 1:10:100 already in 1992 (Grepsr, 2021) which in this context
means these costs for the data quality are like “$7 for the prevention, $10 for correction, $100 for
doing nothing” (Grepsr, 2021). Today, on-premises and/or legacy IT systems with several tradition-
ally developed and maintained integrations have created more complex IT system environments
than in the ‘90’s so much more dollars could easily be added to this rule. Although cloud-based
systems have lately decreased that complexity, data created today may well end up used by many
other systems, automations, and Al/ML developments, not just the system creating it or directly
interfacing it.



Historical data is also collected for the reporting and ML/AI purposes and the errors in the data can
also have an effect in the future. In some cases, it can be too expensive, or even not possible, to
correct the errors in historical data afterwards, like for example the error by Statistics Finland where
electricity prices were included twice in the Consumer Price Index due to problems in the data
sources. This error could not be corrected retrospectively because of international principles. Be-
cause of this, the error effected the decisions based on Consumer Price Index, for example pension

index and social benefits so it caused extra costs for the government. (Statistics Finland, 2023).

An even worse example is from the Netherlands tax authority which used a self-learning algorithm
to find out benefits frauds. Thousands of people were affected over six years because of wrong
labels in the algorithm before these errors in labels were found. Penalties, based on this implemen-
tation, took place based only on “suspicion of fraud based on the system’s risk indicators”. For over
6 years, people were often wrongly labelled as fraudsters and things like low income or having dual
nationality and “a non-Western appearance” were marked as a big risk indicator. Consequences of
that error was devastating for the effected people like poverty which also led to suicides by some
victims and “more than a thousand children were taken into foster care”. Tax authorities were fined
by €3.7 million by the country's privacy regulator based on EU’s data protection rulebook (GDPR,
2012) for example on the basis that they did not have a legal right to process the data and they

also kept the data and information in their databases for too long (Politico, 2022).

On the other hand, innovative businesses use good quality data to drive growth and transform
themselves. According to Gartner research, Airbnb and Amazon are good examples of the compa-
nies who use good quality data to take advantage of all their data assets and accelerate growth
(Gartner, 2018).
“Good quality data empowers business insights and starts new business models in every
industry. It allows enterprises to generate revenue by trading data as a valuable asset.”
(Gartner, 2018)

For example, Airbnb validates product ideas by using “randomized controlled experiments” and

track their business performance rigorously for maximizing their value for stakeholders (Chang,

2021). Airbnb has invested in concrete data quality development actions for many years already,

for example by creating and using their “Midas Certification Process” for certifying their data assets

(Quoss, 2020). That has brought “a dramatic increase in data quality and timeliness to Airbnb’s

most critical data” (Wright, 2023). However, they have continued their data quality development
8



actions according to the experiences which they have got from using “Midas certification”, and have
enhanced and scaled their data quality processes and practices further from this. They have now
decided to rely on incentivization of both the data producer and consumer, and introduced a data

quality score which is tied to data asset (Wright, 2023).

Without concrete actions, data quality will not be improved. To set targets and follow up these
actions systematically, measurements are also needed for the data quality maturity. The data qual-
ity maturity of each business-critical data asset should be transparent to the management and the
entire organization. There will also be regulations like EU Al Act which will be in force in near future
and these regulations include “data quality requirements for inclusive, non-biased and trustworthy
Al” (European Commission, Joint Research Centre, Balahur, Jenet, Hupont Torres et al, 2022).
The question is, how to achieve all these steps which are needed to improve data quality, get the
current state of the actions, and follow up the status of these improvement actions? Holistic ap-
proach for using both data quality and custom data quality maturity measurements to improve data
quality and getting transparency of the data quality improvement actions are included in this study

(Figure 1).

HOLISTIC APPROACH TO DATA QUALITY IMPROVEMENT

Data Quality Data Quality Maturity

Quality of organisation's data used in Benchmarking current state of
operations, reporting, automation & organisation's data quality

Al/ML development and improvement actions guiding it about
decision making. how to improve and get to the next
level of data quality maturity.

Regular Measurements: Data Data_ Regular Measurements:

Technical DQ measurements of Quality Qualltv DQ maturity dimensions assessed:
business-critical data assets in IT Maturity * Technical

systems, APIs/integrations and ETL/ELT * Governance

transformations. *  Culture & Competencies

E.g., Realtime, Daily, Weekly, Monthly E.g., Quarterly, Half-yearly, Yearly

Systematically improving data quality > <Transparency of DQ improvement actions

Figure 1. Holistic approach to data quality improvement for systematically improving data quality
and getting transparency of the data quality improvement actions. Holistic data quality status is
illustrated in green colour.



1.1 Research objectives and questions

The objectives of this study were to experiment and observe the usage of customized data quality
maturity template for assessing the data quality maturity in a case company for selected business-
critical data assets in different business lines. In addition, target was to give an overview of the
different aspects related to data quality like data quality dimensions, effects of poor data quality
and data quality improvement possibilities. For these purposes, publicly available, free to use data
quality and data quality maturity model related literature was used. Via the literature reviews it was
noted that typically either the data quality dimensions or data quality maturity models are included
in the research but because the data quality maturity is dependent on the quality of the DQ dimen-
sions, both the basics of data quality dimensions and data quality maturity models were included

in this thesis.

Target is to contribute to the academic discourse on data quality and DQ maturity models, bridging
the gap between theoretical models and practical implementation. The hypothesis of this study is
that the usage of this kind of custom data quality maturity assessment tool helps the organization
to acquire more awareness and understanding of the data quality in general. In addition, to also
get transparency to the current state of the data quality maturity especially of the business-critical
data assets. Eventually, by gradually improving the data quality awareness and understanding in
an organization, and in case correctly incentivized, systematic and concrete data quality improve-
ment actions can be increased. Then it would also be possible to include these data quality im-
provement actions into the business processes. These improvement actions can be regularly

measured and reported by using the custom data quality maturity assessment tool.
The research questions were:
1) Is this kind of custom data quality maturity assessment tool useful in improving data quality
of an organization in a systematic way?

2) How does this custom data quality maturity assessment tool compare to the existing pub-

licly available, free to use data quality maturity models?
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1.2 Research methods

The research was qualitative data collection done via self-report and observations. It entailed ex-
perimenting and piloting customized maturity template created in MS Excel as a heatmap and then
using that in data quality training session in group work discussions and self-report by each group.
There were five groups and each group had 4-6 participants from different business lines. As a
result, heatmap of self-evaluations was updated by each group. Group work exercise was also
done for creating awareness and understanding of data quality and the different data quality ma-
turity dimensions which have an effect on data quality (DQ). In addition to the training session
including experimenting and piloting the customized maturity model, the study includes observa-
tions done later via feedback about using the customized maturity model template and updating it
further according to the comments. Additionally, literature review was conducted for taking into

account the various aspects of data quality and data quality maturity models.

1.3 Case company

This thesis was done to an international ICT, network, and digital services company. The main
driver for this thesis was the growing importance of data quality due to the continuously increasing
amount of data and using it for internal and external purposes, e.g., reporting, automation, machine
learning and artificial intelligence cases and decision making. Equally, or even more importantly,
there is the need to improve the data quality in the source systems to ensure effective operations,
customer and employee experiences, and ROL. In the case company, Gartner data quality maturity
model (Baskarada, 2009; Table 2.23: Bitterer, Gartner, 2007) has been used earlier to share the
maturity of the data quality and plan the actions for improving the data quality. Also, some other
freely available data quality maturity checks have been done, for example Experian's Data Maturity
Assessment (Experian, 2023) but the usage of data quality maturity assessments have not been

included in the regular business processes and practices earlier.

1.4 Research limitations

New era of rapidly growing artificial intelligence and machine learning implementations have cre-
ated even more need for transparency of the quality of data which is used as a basis of these

implementations. Even while doing this thesis, more information about data quality related
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implementations have been created, however not so much by academic publications but more by
IT companies with commercial interests, and by specialized individuals. This information is publicly
available, but it might not be that trustworthy academically. However, after carefully self-evaluating

the validity of these, some of these were used as a reference in this study.
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2 EFFECTS OF POOR DATA QUALITY FOR AN ORGANIZATION

There are studies about the effects of poor data quality already since 1990’s, even from the 1980’s
(Zhu, Madnick, Lee, Wang., 2012). The article by Redman, published 1998, “The impact of poor
data quality on the typical enterprise”, is still cited a lot. It includes the typical impacts of poor data
quality with three categories: Operational impacts, Tactical impacts, and Strategic impacts (Red-
man, 1998, Figure 2).

More difficult to set strategy.
More difficult to execute strategy.

Contribute to 1ssues of data ownership.

Compromise ability to align organisations.

Divert management attention.

Strategic

Poorer decision nmklng
Decisions take longer to make.

Tactical More difficuli to implement data warchouses.
More difficult to reengineer.

Increased organisational mistrust.

Lowered customer satisfaction.
Opt‘ rational Increased cost: 8—12% of revenue.

Lowered employee satisfaction.

Figure 2. The Impact of Poor Information Quality (Baskarada, 2009, Redman 1998).

Now the amount of data has increased and is continuously increasing (Statista, 2023), impacts of
poor data quality are increasing as well. In addition to the so-called traditional impacts for organi-
zations, poor data has even wider effects nowadays because artificial intelligence and machine
learning implementations are becoming a norm and the end-results of these are used even by a
basic end-user. Whether these development efforts are useful from the end-user point of view, and
worth the high investments for the organizations, depends on the quality of the data which is used
in the development.
According to UK Government Data Quality Framework,
“If the stored data is unable to fulfil the requirements of its organization, then it is said to
be of poor quality and it is deemed useless. All the time and effort an organization invests
in capturing, storing, managing their data assets will be wasted if the data is not kept clean
and error-free.” (UK Government Data Quality Framework, 2020)

In many cases, one data quality issue can affect to many below mentioned categories.
13



21 Financial impact and reduced productivity

According to research by Gartner, poor data quality costs businesses an average of $12.9 million
per year (Gartner, 2021). Additionally, inefficiency and reduced productivity can occur if employees
waste time managing data quality issues and correcting inaccurate or duplicate data instead of
performing more productive tasks. This in turn creates extra costs for an organization, either as
internal costs, or if done by external consultants, direct costs. Both costs can be either hidden or
visible depending on the way of reporting these either as data quality costs, or if these costs are
not reported as data quality costs, the costs of these tasks remain as hidden costs for the organi-
zation. When data quality issues affect customers, it leads to unnecessary contacts by them which
also reduces the productivity and causes customer complaints. Redman has visualized the conse-
quences of Department B correcting the data which it has received from Department A as a “hidden
data factory’ (Redman, Basecap, 2022, Figure 3). In this example, there are only two departments
included but these hidden costs can be multiplied if there are more departments, and consequently,
several “hidden data factories” in a company. Also, compliance violations to data privacy and data
security regulations might take place and lead to penalties which can be very high. For example,
GDPR regulators issued “hundreds of fines to companies, including Google and Facebook, more
than €114 million in the first 20 months of GDPR” (GDPR, 2020).

The Hidden Data Factory

Visualizing the extra steps required to correct costly and time-consuming data errors.

EEEE

Customers

Figure 3. The Hidden Data Factory (Redman, Basecap, 2022)
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2.2 Customer and employee experience

Customer experience might be compromised because inaccurate information being provided to
customers, such as misspelled names, inappropriate product suggestions, undeliverable mes-
sages, duplicate communications, inaccurate transactions, and customer service histories. This
can lead to leaving customers and poor Net Promoter Score (NPS) results. For the employees, it
is frustrating to work with poor quality data which takes time from the productive work, not only in
the operative work but also development work including poor quality data. For example, cleaning
the data can take up to 80% of data scientists’ time and “it’s the problem data scientists complain
about most” (Redman, 2018).

2.3  Poor decision making

Poor data quality causes inaccurate analytics which can lead to misguided decision making. With-
out transparency to the data and the status of its data quality, decisions can be called data-driven

but these decisions might be poor if done with inaccurate data.

24 Reputation damage

Poor data quality can damage a business’s reputation and lead to poor customer relations. For
example, duplicate or inaccurate records could result in some customers being contacted multiple
times, while others are missed out. It can also create mistrust among stakeholders. This could

potentially lead to loss of business or have an effect when establishing new partnerships.

2.5 Missed business opportunities

Data analytics with inaccurate data or data which is not available when it would be required, can
lead to missed opportunities. Nowadays it is even more important to have accurate real-time or
near real-time data available for taking advantage of all the possible business opportunities.

15



2.6 Inaccurate data for automation and Al/ML cases

“‘Data powers almost all critical, customer-facing flows at Uber. Bad data quality impacts
our ML models, leading to a bad user experience (incorrect fares, ETAS, products, etc.)

and revenue loss.” (Uber, 2023)

In short, automating with poor quality data automates the creation of poor-quality data. For the
Al/ML cases, data quality has to be even more accurate, including the historical data for developing
predictive models in order to make reliable and well performing models.
“First, the data must be right: It must be correct, properly labeled, de-deduped, and so
forth. But you must also have the right data — lots of unbiased data, over the entire range
of inputs for which one aims to develop the predictive model.”
(Redman, 2018)

Without good quality data available for AI/ML cases, the results of these implementations will be

inaccurate and biased and can lead to poor decision making and wasted resources.

2.7 Delays in system migrations and/or poor data migrated to new system

There is very high risk for delays for the system migrations when having poor quality data in the
legacy systems. It causes delays in the migration project and another probable cause is the poor
data will be migrated to the new system as well thus causing extra problems there. It is like moving
rubbish from an old apartment to a new one. The data in the legacy system should first be analyzed
and corrected where needed. These actions must be considered already in the planning phase of
the migration project because these actions probably have a considerable effect to the migration
project schedule, resourcing, and costs. It is better to plan the project content and schedule ac-
cordingly than to postpone the go-live because of ignoring the poor data quality effects and costs

already in the planning phase.

2.8 Impacts to sustainability and ESG reporting

Training AI/ML models take a lot of energy to run. According to MIT Technology Review, “training

just one Al model can emit more than 626,00 pounds of carbon dioxide equivalent — which is nearly
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five times the lifetime emissions of an average American car’ (Hao, 2019; (Strubell, Ganesh,
McCallum, 2019; Marr, Forbes, 2023). It is possible to estimate carbon footprints of Al models by
using "Machine Learning Emissions Calculator’ (Schmidt, Luccioni, Lacoste, Dandres, 2023). Con-
sider a case where ML model includes poor quality data, and consequently, all those emissions are

used in vain.

“Just as you cannot create your financial report without accurate data on all the transactions, you
cannot create your ESG report without accurate data on all the associated factors” (Collibra, 2023).
Reporting inaccurate carbon emissions and unreliable data on labour practices in ESG reporting,
effect the ESG score. Via this, it effects strategic planning, investor decisions and corporate actions
for ESG (Collibra, 2023). In addition to decreased sales and damaged brand reputation due to
inaccurate ESG reporting, fines and penalties can also occur which also can have a substantial
financial impact (U.S. Securities and Exchange Commission, 2022). Term called "greenwashing”
means “some companies are trying to lure investors in with false claims about their sustainability
practices”, (Forbes, 2022). Since greenwashing is a growing problem, and regulators are following
this up even more carefully, it is now even a bigger risk for a company to include inaccurate data

in their ESG reporting.
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3 DATA QUALITY DEFINITION AND DIMENSIONS OF DATA QUALITY

ISO/IEC 25012 standard defines data quality as “The degree to which data satisfies the require-
ments of its intended purpose” (ISO 25012, 2022). However, there is no worldwide definition of
data quality. According to Thomas C. Redman, “data is considered to be of high quality if they are
fit for their intended use in operations, decision making and planning” (Redman, 2016). In addition,
nowadays there are also increasing amount of compliance requirements for data so data quality

should also address to this demand in order to avoid fines and penalties from the regulators.

Data quality dimension as a term is widely used to describe the measure of the quality of data.
However, the key technical data quality dimensions are not standardized. Dimension is also used
as a term in business intelligence where it “refers to a category for summarizing or viewing data.”
In their research “Dimensions of Data Quality (DDQ)” Van Nederpelt & Black have analysed the
data quality dimensions and their definitions. As a result of this research, they have created a list
of the preferred dimensions, and from these, they have selected most common DQ dimensions as
Accuracy, Availability, Clarity, Completeness, Consistency, Currency, Punctuality, Timeliness,
Traceability, Uniqueness, Validity (Van Nederpelt & Black, 2020).

3.1 Technical DQ dimensions

Accuracy "is the degree to which data represent real-world things, events, or an agreed-upon
source” (Gawande, 2022). Accuracy is best to be validated at the source system, and/or measured
and compared, against the correct information like reference data if available i.e. ISO country codes
(ISO 3166, 2020), ISO currency codes (ISO 4217, 2015) or product codes by a company (Sci-
enceDirect, 2021).

Completeness “is defined as the percentage of data populated vs. the possibility of 100% fulfil-

ment” (Gawande, 2022). Gawande points out there can be 4 different types of data quality issues

found in the completeness dimension:

1. Missing record, for example customer is totally missing from the customer database i.e. there
is no information about a customer in the customer database although there should be.

18



2. Null attribute, for example there might be some mandatory information missing e.g. e-mail

address or phone number (Figure 4).

Name Email Phone Spend Visit count Reward points

Hank Williams | hank@msn.com (664)342-1212 | $210.03 2 47.14
Joe Panik 1416)321-7689 | $37.45 1 35.00
David R Simcoke | devid@gmail.com $59.13 2 30.00
R Kelly rkelly@aol.com (310)789-0000 | $24.64 2 27.28
Bruce Bocily bbochy@stgiants.com (415)466-7890 | $0.00 0 26.79
Buster Posey  |buster@orgiants.com $261.20 12 26.06
Klay Thompson  [splashbro@Pwarriomerun | (610)643-2345 | $0.00 0 25.24
Steve Kerr $268.53 13 24.25
Ayeesha Curry |acurry@gmail.com (510)426-7457 | $407.52 8 15.70
Tim Lincecum timmy@sfgiants.com (416)463-2345 | $3.272.99 126 19.23
P Diddy diddy@outlook.com (510)765-6789 | $0.00 0 17.95

Figure 4. Examples of missing attributes like e-mail addresses and phone numbers. (Gawande,
2022)

3. Missing reference data means for example, all the required reference values are not available
to be selected when it is mandatory to select one of the values from the list. For example there
are only values between 1-10 but the user would need to select 15 and it is not available to be
selected.

4. Data truncation, refers to a situation where for example when only part of the data is uploaded
to database because the target attribute is not large enough compared to the source data at-
tribute (Figure 5).
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MGR HIREDATE JoB JoB
7902 17-DEC-80 CLERK CLERK
7698 20-FEB-81 SALES SALESMAN
7698 22-FEB-81 SALES SALESMAN
7839 02-APR-81 MANAG MANAGER
7698 28-SEP-11 SALES SALESMAN
7839 01-MAY-81 MANAG MANAGER
7839 09-JUN-81 MANAG MANAGER
7566 19-APR-87 ANALY ANALYST
17-NQOU-81 PRESI PRESIDENT
7698 08-SEP-81 SALES SALESMAN
7788 23-MAY-87 CLERK CLERK
7698 03-DEC-81 CLERK CLERK
7566 03-DEC-81 ANALY ANALYST
7782 23-JAN-82 CLERK CLERK

Figure 5. Examples of truncated data values in Job -column. (Gawande, 2022)

Consistency, according to the definition by Gawande refers to “how close your data aligns or is in

uniformity with another dataset or a reference dataset.” (Gawande, 2022). His examples include:

1.

Record inconsistency: Record which exists in the source system, cannot be found in the
target system.

Attribute inconsistency: Records exist in both source and target databases/systems, but
their attributes do not match with each other.

Data inconsistency over time: Remarkable change in one attribute value or data volume
compared to the expected minor variations. For example, stock price of one company sud-
denly increases by 10 times, or the average of new customers for a company per day is
about 500 but suddenly there seems to be thousands of new customers or the customer
count suddenly drops to zero

Reference data inconsistency: Reference data is stored and used inconsistently in dif-
ferent datasets and systems. For example, for the country codes, many different values
are found even though reference data for using the country codes has been provided but

it is not validated in the systems and datasets.

Timeliness according to Gawande, “is the time lag between actual event time vs. the event cap-

tured in a system to make it available for use” (Gawande, 2022). Data quality of timeliness depends
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on user expectation for example for the financial results the accuracy of the figures might be of
good quality but if these figures are not available on time for the report, the data quality of the

timeliness is poor.

SLA Table Load Time

« Missed the SLA

Figure 6. Example about timeliness data quality issue. (DataCamp, 2023).

Relevance, in short, means the data is applicable to what it is being used, for example for solving
a business question or a problem. There has to be information about what the data is suitable to

be used for.

Validity means the data is accurate and the degree how close the data value is to predetermined
values or calculation (Gawande, 2022). It can also mean the data values are in the ranges which
have been provided in advance, like below 100 or between 100 to 200. Examples from DataCamp
about validity include the customer’s birthdate must be a date in the past, customer’'s account type
must be either “Loan” or “Deposit’ (Figure 7).

CustomerlD CustomerName CustomerBirthDate CustomerAccountType CustomerAccountBalance LatestAccountOpenDate
100000192 Robert Brown 4/12/2000 Loan 40390.00 12/20/2026

100000188 Maria Irving 12/1/2025 Deposit -13280.00 10/21/2018

100000120 Ava Shiffer 10/31/1990 Credit Card 320 3/1/2020

100000182 Robert Brown 4/12/2000 Deposit 40390.00 12/20/2026

100000124 Matthew Martin 5/9/1965 Deposit 70102.00 5/4/2022

100000149 2/4/1988 Loan 0.00 9/20/1990

Figure 7. Examples about validity data quality issues (Datacamp, 2023).
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Reliability means the data represents what it claims to represent also over time and you can trust

it to be valid also in the future.

Integrity is, as defined by Gawande, “the degree to which a defined relational constraint is imple-
mented between two data sets”. Data integrity issues can be found in one system or between

several systems (Gawande, 2022).

Precision, according to Gawande, is defined like “The degree to which the data has been rounded
or aggregated” (Gawande, 2022). There can be for example numerical precision errors like round-
ing of number with too few digits. For example when there using a two-digit precision for GPS
coordinates the error can be one kilometre compared to using five-digit precision where error is
only one meter. For the time precision, the simple example is when using only a date to record a
purchase when also the time would be required in order to get more precise information about the

time of purchase. (Gawande, 2022).

Format means the “data values of the same attributes must be represented in a uniform format”
(Gawande, 2022). Gawande also defines this as format conformity and gives the date format as an
example, for example the same date in a format as ‘YYYY/MM/DD’ and ‘DD-MM-YY’. Gawande
also mentions data type as another kind of conformity issue. This could mean a numeric value is

expected but alpha numeric has been given. (Gawande, 2022).

Duplication (Uniqueness) means there are no duplicate records. Example of duplicate record is
e.g. the same person is included in the customer database with different names or the same person

is included in the customer database twice or multiple times.

3.2 Governance DQ dimensions

Governance type of data quality dimensions is not typically found in the data quality maturity as-
sessment but these are more likely to be included in the data management or data governance
related maturity models. However, governance is the foundation for improving data quality so in
addition to the technical data quality dimensions, governance related data quality dimensions were
also included in the customized data quality maturity measurement. Below are the definitions of the

data governance related dimensions included in the customized maturity assessment.
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Data quality governance involves processes for data quality improvement like a defined life cycle

for recognizing, collecting, prioritising, and controlling data quality issues.

Data quality standards mean there are standards defined for data quality. Experian defines data
quality standard as “a documented agreement on the representation, format and definition for com-
mon data” (Experian, 2023). It ensures the data entry values are unified. Data can then also be

validated according to these standards.

Data quality metrics are the measurements of the quality of data. Measurements are done ac-
cording to the business rules. Threshold limits can be decided for the data quality metric so when

a certain threshold has not been reached, data quality issue will automatically be reported.

Data Quality issue reporting and mitigation is about reacting, prioritizing, and handling data
quality issues. Data quality issues can be reported manually or automatically via data quality mon-
itoring implementations. Data quality issue reporting gives visibility to the data quality issues and
via this, also the root causes of the data quality issues can be analysed and corrected if possible.
DQ issue corrections should be prioritised according to business value so for this purpose, there
should be a way to prioritise them. A simple version can be created for example in MS Excel by
using variables like the approximate financial benefit of correcting the issue and approximate costs
of the correction. In the data catalogue tool IntoZetta, there is possibility to include and show the
financial costs of errors for the business processes in the dashboard (Intozetta, 2023). With the
latest tools using ML and Al, it could also be possible to do the corrections automatically for these

technical DQ issues.

Data quality processes exist for taking care of the data quality proactively. Processes and prac-
tices have been established for taking data quality into account in all parts of the processes in the
organization. Data quality issues are followed-up, even predicted and corrected, so these do not

come as a surprise but are managed in a controlled way.

General data management is a way to collect, organize and store the data of the organization.
The goal is to help organizations to use the available data to make decisions and take actions for
the benefit of the organization. For this reason, data assets should also be documented, preferably
in a data catalogue.
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3.3  Culture & competencies DQ dimensions

Culture and competencies are very important factors for improving data quality. So, in addition to
Governance, these were also added to the first version of the customized data quality maturity

assessment as DQ dimensions.

Collaboration: Silo / Group work as a DQ dimension, mean that especially in a bigger company,
data quality cannot be improved in silos. It is quite typical the data producers do not even know the
requirements for the data quality of the data consumers and data quality cannot be improved either.
There has to be collaboration and information sharing across the organization about the data qual-
ity. That way also the importance about the data quality management gets more visibility and pri-
ority. This may hopefully also lead to the management understanding about the need to include

data, and data quality, related competence development in the business strategies and KPlIs.

Self-service capabilities mean there are possibilities for the business users to interact with the
data without the need to order and get the data from the technical personnel. Especially in bigger
companies, it is often a problem the data consumers do not have access to the data on their own
but need some technical persons to provide them data for example via SQL scripts, and often
without any documentation about these scripts. In these cases where the documentation is missing,
there is no visibility about what kind of rules have been used to fetch the data. Nowadays, whenever
needed, data consumers should have access to the data themselves, and fetch the data they need
without technical help. This is the way to improve the data literacy competencies and data quality

from the business point of view in the most efficient way.
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4 MEASURING AND ANALYSING TECHNICAL DATA QUALITY

Measuring data quality creates visibility to the status of data quality so the data quality is no longer
a black box. Measuring data quality has not yet been standardised but it is done according to the
needs and resources of each organization. In addition, artificial intelligence and machine learning
have created a need for new measurements to be checked and monitored. For example, for the
machine learning, both the quality of historical data quality and the quality of the new data effect

on the machine learning models (Redman, 2018).

In his article, Redman did two statements of measuring data quality like the expected field error
rates of about 1-5% meaning the percentage of the fields with an error from the number of total
fields. Additionally, he states, if the measurements are not done, the organization probably has

other serious data quality problems as well. (Redman, 1998)

41 Data quality measurement and monitoring tools

The goal for measuring the data quality should be to have ongoing measurements instead of one-
time activities (Sebastian-Coleman, L., 2013). Even better target for measuring and monitoring data
should be to get it automated so there will be automated notifications available when the decided
data quality threshold has not been reached. In this case the ultimate target would be to also get
the corrections done automatically whenever possible. This will be the future of the data quality
management i.e. by taking advantage of the augmented data quality solutions which use artificial
intelligence and machine learning (Forbes, 2022; Gartner, 2022). With the current speed and vol-

ume of data, it might even be impossible to do the required measurements without automation,

For automating data quality measurements and monitoring, there are several tools available. Ehr-
linger and Wolfram conducted a survey about the data quality measurement and monitoring tools
(Ehrlinger and Wolfram, 2022). In their survey, they focused on the measurement and automated
data quality monitoring capabilities of these tools. They were able to find altogether 667 data quality
tools and defined the evaluation criteria to these tools which included the following functionalities:
data profiling, data quality metrics creation and automated data quality monitoring. By using this
criterion, they were able to select 8 commercial and 5 open-source tools for more detailed analysis
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(Ehrlinger, Wolfram, 2022). However, it depends on each organization’s needs and resources

which could be considered the best fit for them.

411 Magic quadrant for data quality solutions by Gartner

Gartner has done research on the commercial data quality solutions and published “Magic Quad-
rant for Data Quality Solutions” as a result (Figure 8). In Gartner’s research, the focus is on these
solutions which can serve not only current but also the future needs of the data quality use. Ac-
cording to Gartner, evaluation and selection of the data quality solutions is no more specialized but
requires collaboration with business and these who have plans to use these solutions for their
various use cases (Gartner, 2022). Gartner states the data quality solutions are transitioning to
augmented data quality solutions which they define “as set of capabilities for enhanced data quality
experience aimed at improving insight discovery, next-best-action suggestions, and automation by

leveraging AI/ML features, graph analysis and metadata analytics”. (Gartner, 2023).
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Figure 8. Magic Quadrant for Data Quality Solutions by Gartner (Gartner, 2022).

4.2 Profiling data

Data profiling is a statistical analysis and way to get more information about dataset and the status
of data quality of a dataset. Via data profiling it is possible to get a column specific information
about e.g., the number of missing i.e. null values, number of distinct values, data types, formats,

minimum and maximum lengths and values et cetera.

Most data quality tools have at least a basic level of data profiling capability. In addition to the data

quality tools, there are also Python libraries available for data profiling, for example ydata-profiling
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(alexbarros, 2023), lux (RenChu Wang, dorisjlee, 2023), DataProfiler (taylorfturner, 2023) and
Great Expectations (Great Expectations, 2023).

Other tools mentioned in Gartner magic quadrant (Gartner, 2022) offer similar tools, with slightly
varying options. Tools such as IBM SPSS Modeler have had graphical user interface operated data

profiling tools for over a decade (IBM, 2023).

Example from Experian Aperture Data Studio about profiling with Core statistics (Figure 9). In Ex-
perian example the core statistics in their profiling feature are: Uniqueness, Completeness, Row
Count, Has Nulls, Dominant Datatype, Format Count, Shortest Length, Longest Length, Rare Val-

ues, Frequent Values, Long Values and Missing Values (Experian, 2023).

<|<|<|<|<
> e a3 8

Figure 9. Example of Experian Aperture Data Quality tool data profiling functionality (Experian,
2023).

In their data quality tool, they have altogether 57 profiling statics, and due to their column tagging
feature, profiling feature also includes the data tags and sensitive data tags. They have also en-
hanced their profiling features with the notes for the users about the possible data quality issues
and automated validation rules based on these notes (Experian, 2023). The Figure 10 illustrates
the amount of details which could potentially cause data quality issues for a dataset. By using the
data profiling functionalities, these can be visualized as a summary and these details can be

checked according to the intended purpose of the dataset.
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https://github.com/lux-org/lux/commits?author=dorisjlee
https://github.com/capitalone/DataProfiler/commits?author=taylorfturner
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Figure 10. Experian Aperture Data Quality tool data profiling attributes and their descriptions (Ex-

perian, 2023).

According to Ehrlinger and Wolfram, data profiling is an essential task before creating data quality

metrics in order to get insight of the details of a dataset in question (Ehrlinger, Wolfram, 2022).

Getting more insights of the datasets, and their quality, is equally important before data analysis,

data migrations and data warehousing so data profiling should be considered as a default practice

for these purposes as well.

29




4.3 Creating metrics

Data quality metrics have to be created according to the business benefits. Obviously, there is no
point to waste time and resources in checking and correcting fields which have no business value.
The simplest way for creating data quality metrics would be to create metric(s) for checking data
against for example, reference or master data values in business-critical data assets and their
fields. Typically, the first metrics which are created are checking for the null values and incorrect
formats, and after this, develop the metrics incrementally further by adding more checks and vali-

dations including business related rules.

Completeness
eAre all data sets and data items recorded?

Consistency

*Can we match the data set across data stores?

Uniqueness
o|s there a single view of the data set?

Validity

*Does the data match the rules?
Accuracy
*Does the data reflect the data set?

Figure 11. Example of applying data quality dimensions to a dataset by DAMA UK Working group
(DAMA UK, 2013).

4.4 Monitoring and detecting data issues

“Still, many data issues are manually detected by users weeks or even months after they
start. Data regressions are hard to catch because the most impactful ones are generally
silent. They do not impact metrics and ML models in an obvious way until someone notices
something is off, which finally unearths the data issue. But by that time, bad decisions are
already made, and ML models have already underperformed.



This makes it critical to monitor data quality thoroughly so that issues are caught proac-
tively.” (Uber, 2023)

Once data quality metrics have been created according to the DQ rules based on business benefits,
the metrics should be continuously and automatically monitored in order to catch the data quality
issues quickly. Data quality issues should be automatically notified including the outliers, anoma-
lies, patterns and drifts. Additionally, target would be also to provide monitoring dashboard, log files
or audit trail for compliance requirements. This kind of dashboard should also provide visibility to
interactive analytical workflow and visual output of statistical analysis to help business and IT users

identify, understand, and monitor data quality issues and discover patterns and trends over time.

ETL FAILURE

PARTIAL DATA

INFRA FAILURE

MISC

Figure 12. Example from Uber of the data incidents by categories in 2022 (Uber, 2023).

4.5 Augmented data quality management

“So much data is being generated and consolidated so quickly that it's become impossible
to use traditional methods to manage data quality successfully.” (Forbes, 2022)

Augmented data duality management means automating data quality processes and practices by

taking advantage of advanced algorithms, machine learning and artificial intelligence. It enables to
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also correct data automatically, learn from that and improve according to the learnings. Augmented
data quality management is a must have in near future, and “machine learning and automation can
reduce manual data management tasks by 45 percent.” (Deloitte, 2022). Augmented data quality
can improve data quality productivity but it is not possible to fully automate it. However, it is not a
must to have 100% data quality so it can be so that the machine learning model could achieve the
accepted level of data quality by being able to detect enough data quality problems and correct
these automatically. Self-learning models could get even better results but, in any case, data stew-
ards are needed to validate or review and accept the corrections. Data stewards understand the
business needs of the data and because of this, the corrections cannot be fully automated. Even
though ML and Al applications can help improve the data quality, people like business data stew-

ards, are still needed to be involved in the data quality activities.

4.6 Root causes of data quality issues

Redman has stated “To Improve Data Quality, Start at the Source” (Redman, 2020).

“Rather than fixing data quality by finding and correcting errors, managers and teams must
adopt a new mentality — one that focuses on creating data correctly the first time to ensure
quality throughout the process. This new approach — and the changes needed to make it
happen — must be step one for any leader that is serious about cultivating a data-driven
mindset across the company, implementing data science, monetizing its data, or even simply
striving to become more efficient. It requires seeing yourself and the role you play in data in
a new way, all the while identifying and ruthlessly attacking the root causes of errors, making

them disappear once and for all.” (Redman, 2020).

Techniques for identifying root causes of the data quality issues are the same as for any root cause
analysis, like Fishbone and 5-Whys as presented with good example cases by Southekal
(Southekal, 2022). This example fishbone, in fact, includes quite many of the root causes of data
quality issues like lack of data standards, poor data integration and using free text fields. To find
out the root cause of each DQ issue, first select a data quality issue for which there is a need to
find a solution, and then use for example fishbone diagram (Figure 13) and/or 5-whys method to

first find out a root cause(s) and then plan how to fix these.
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Figure 13. Fishbone diagram example by Southekal for identifying a root cause for wrong customer
addresses (Southekal, 2022).

For drilling down to the individual data quality issues, after the fishbone diagram, Southekal sug-

gests to use 5-whys method i.e. five consecutive questions starting with why. (Southekal, 2022).

As an example of 5-whys, he used the following question set:
“1. Why didn’t the Data Pipeline routine get deployed on time?
— Because the development could not be completed on time.
2. Why were the development not completed on time?
— Because the testing the application took a lot of time.
3. Why did testing the application took a lot of time?
— Because there was no quality data available to test.
4. Why was data quality poor?
— Because data was manually entered by poorly trained users.
5. Why were the users not trained?
— Because we do not have a data literacy program in the company.”
(Southekal, 2022).

According to Redman two most frequent root causes involve:
1. Data Producers, i.e. those who create data, do not know others have requirements for their

data
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2. Data Consumers, i.e. those who are victimized by poor data, reflexively act to fix bad data
(Redman, 2022)

The validation and/or monitoring of the data at each source system should also consider the further
usage of this data to prevent the consequences of poor data quality in downstream. Should these
data quality issues arise for the data consumers, they should be reported so that the root causes

for these could be corrected.

Another example of root cause is from Uber where they had an app experiment which started to
log fares differently (Uber, 2023).

Additionally, root cause example from Statistics Finland:

“The rise in prices was taken into account incorrectly twice in the price index of electricity.
The rise in prices was for the first time introduced in the index in January 2022, when the
rise in prices was visible as an increase in the obligation to deliver prices, and for the
second time the corresponding price rise visible to consumers was included in the index in
November 2022.” (Statistics Finland, 2023)

From these examples, it can be learned there is a high risk for data quality problems when changes
in implementations occur. All the changes must be carefully planned and tested, in the similar man-
ner as in the software development process. Continuous data quality monitoring should also take

place so any changes in the data can quickly be noted and considered in the implementations.
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5 OVERVIEW OF DATA QUALITY MATURITY TOOLS

Maturity models can be used as a tool to benchmark the current state of an organization and guide
it how to improve and get to the next level of maturity. Typically, data governance, data manage-
ment and data quality maturity models are presented in quite high-level stages which do not offer
sufficiently differentiation between the maturity stages so it is challenging to use these for checking
and sharing the information about the improvements in the maturity. When such high-level maturity
model is used, it can take years to reach the next maturity level and make the progress visible in
this kind of model.

Several data management and data governance maturity models have been published and mar-
keted by consulting companies. Most of these need to be purchased. There is research done via
literature review which includes an overview of 22 maturity models for data management (Belghith;
Zitoun; Skhiri dit Gabouije; Ferjaoui 2021). For example, TDWI is included in their study and TDWI
has published a new data management maturity model assessment in the beginning of 2023 and
it can be used free of charge by giving the contact details (TDWI, 2023). However, this maturity
model includes high level questions, and mostly other than data quality maturity questions so it
does not include data quality maturity score separately but in addition to Overall score, it includes

scores for Organization, Resources, Architecture, Data lifecycle and Governance (TDWI, 2023).

Comparing different maturity models is challenging, or even impossible. In her article, data man-
agement practitioner Irina Steenbeek compared between DAMA-DMBOK2 and DCAM® 2.2 mod-
els and found there are the same levels included, i.e., Level 0 to Level 5 but these levels have so

different descriptions they cannot be compared (Figure 14).
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Level name Level description
Level
DAMA-DMBOK2 DCAM® 2.2 DAMA-DMBOK2 DCAM® 2.2

No organized data management practices or formal
enterprise processes for managing data

* Little or no governance

+ Limited tool set

Level1 Initial/Ad Hoc Conceptual * Roles defined within silos Initial planning activities (white board sessions)
* Controls applied inconsistently

»_Data quality issues not addresses

Level 0 No capability Non initiated Ad-hoc data management (performed by heroes)

* Emerging govemance

* Introduction of a consistent tool set Engagement underway (stakeholders being
Level 2 Repeatable Developmental * Some roles and processes defined recruited and initial discussions about roles,
= Growing awareness of impact of data quality responsibilities, standards and processes)
issues
Data manag capabilities blished and

* Data viewed as an organizational enabler :
- Scalable processes and tools Verified by stakeholders

Level 3 Defined Defined - Reduction in manual processes (rolej agd FQSD‘OnQinlIfS smxtuemox;z:ﬁ

* Process outcomes are more predictable establi , sustainable fund

* Centralzed planning and govemance Data management capabilities adopted and

2 * Management of risks related to data comphance enforced

Level4 Managed Achieved + Data Management performance metrics (sanctioned by executive management, activity

* Measurable improvements in data quality C i d, adh e audited, gic funding) |

. : :;gdlzmzkmable processes Data management capabilities fully integrated into
Level S Optimization Enhanced * Well understood metrics to manage data quality Z‘:\::E:s improvement)
and process quality P!

Figure 14. Comparison between DAMA-DMBOK2 and DCAM® 2.2 maturity models (Steenbeek,
2021).

5.1 Gartner’s data quality maturity model

Gartner has published Data Quality Maturity Model in 2007 and it is available for Gartner clients,

and it can also be purchased on their website (Gartner, 2007).

Sasa Baskarada has included Gartner's Data Quality Maturity Model in his research about Infor-
mation Quality Management Capability Maturity Model (Figure 15). These levels are defined in high
level and by following this, it would be challenging to set targets and follow-up the progress by
using this and get company-wide visibility to the data quality maturity. This could maybe help to
guide the data quality improvement actions in quite a small company but for the bigger ones, it
would need to be more detailed and/or followed-up per business unit. For this reason, by using this
one, it could take years until the next level has been reached. Additionally, there is nothing men-
tioned about the business benefits versus data quality actions. Data quality improvement actions
must be prioritised in such a way the business benefits will be gained out of these, and the sooner,
the better.
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Level 1: Aware

Very little understanding of DQ concepts. Any problems are largely ignored. No formal
DQ initiatives. No incentives to improve DQ. General ignorance and belief that all
information is correct by default. No DQ responsibilities or accountabilities.

Level 2: Reactive

Data formats, mandatory fields, and value validations are being enforced. Some limited
manual batch cleansing performed. Users are waiting for problems to occur, instead of
taking proactive steps. DQ problems are still perceived to be solely the IT department's
responsibility.

Level 3: Proactive

DQ gradually becomes parit of the IT charter. DQ tools (e.g. profiling & cleansing) are
m use. DQ is considered "good enough" for most decision-making. Major issues are
documented. but not completely rectified. DQ guidelines and data ownership are
emerging.

Level 4: Managed

DQ is a prime concern. Conunercial DQ software implemented more widely. Regular
DQ assessments and impact analyses performed. DQ functionality is introduced be-
yond business intelligence and data warehousing programs. Multiple data stewardship
roles are established. Metrics-based DQ dashboards in use.

Level 5: Optimising

Rigorous processes are in place to keep DQ as high as possible. through ongoing
housekeeping exercises. continuous monitoring of quality levels. and by attaching
quality metrics to the compensation plans of data stewards and other employees. DQ
becomes an ongoing strategic initiative. Subjective DQ assessments (e.g. believability.
relevance and trust factors). Data is enriched in real time by third-party providers.

Figure 15. Table 2.23: Gartner's Data Quality Maturity Model, Bitterer, Gartner, 2007 (Baskarada,
2009).

5.2 OvalEdge data governance maturity model

OvalEdge offers data governance maturity model questionnaire which can be used free of charge
by giving the contact details. Itincludes questionnaire about data quality program (OvalEdge, 2023,
Figure 16). Additionally, it includes questionnaires about data access management, data literacy
program, IT data management and general data governance questions (OvalEdge, 2023). ltis a
concrete and easy way to assess Data Quality and Data Governance maturity without having to
purchase this kind of tool. Compared to e.g. TDWI, DAMA-DMBOK2 and Gartner Data Quality
Maturity models, it also includes more in-depth questions about the matters effecting to data quality
and data governance maturity so it could be used to guide the organization towards these concrete
actions which are needed to improve data quality and DQ maturity. By using this tool, it would be
possible to follow-up and get visibility to the status of data quality improvement actions and it would
not take years to see the progress of data quality improvement actions via using this tool. However,
it is still in quite a high level and like with the Gartner DQ Maturity Model (Baskarada, 2009; Table
2.23: Bitterer, Gartner, 2007), it would probably be more useful in quite small companies. Addition-

ally, this one also lacks the business benefits perspective of the DQ improvement actions.
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DATA GOVERNANCE MATURITY MODEL QUESTIONNAIRE

Data Quality Program Questionnaire Answer

Are data quality standards defined across your organization? No
Can users easily report a data quality issue in your organization? No
Does data undergo the data quality improvement lifecycle process (define, collect, prioritize, analyze, improve, control)? No
Is a prevention system in place for future data quality issues? No
Are processes in place for performing root-cause-analysis to discover where data quality issues are occurring? No
Are data quality rules made to fix previously found problems? No
Do you profile and review data quality when creating Data Assets as part of the delivery process? No
Is data classified and tagged for easy searchability? No
Is data lineage tracked as data is moved and transformed? No
Do you review data quality issues monthly to adress trends and global process improvements? No
Does your organization proactively communicate to impacted users when quality issues arise? No
Are ETL and Data Transformation errors logged as data quality issues? No
Can you report all data quality issues as they apply to a specific asset in your organization? No
Do you identify and frack root cause, remediation, and long term solutions for your data quality issues? No
Are there master data and reference master data policies in place so no duplicate data is made? No

Overall Data Quality Program Level

TGSl Data Access Management |IEELCNSUENASCTICM Data Literacy Program [ IT Data Management Results

Figure 16. Data Quality Program Questionnaire sheet of OvalEdge Data Governance Maturity
model which includes 15 general questions about data quality (OvalEdge, 2023)

Questions in the OvalEdge data governance maturity model are to be answered in levels 1-5 with

the following values (OvalEdge, 2023):

Level Answer option to maturity model questions
Level 1: No “Issues are dealt with as they appear”
Level 2: Beginning “The importance is becoming apparent and commonly

accepted. Efforts are beginning as the organization de-

termines what is needed”

Level 3: In Progress “Policies and documentation are being created to imple-
ment a solution. Actions are being taken such as ap-

pointing people to positions or installing a tool.”

Level 4: Yes “The organization is now enforcing policies and proce-

dures for data governance. There is an implemented so-

lution being monitored for success.”
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Level 5: Absolutely

“The implemented solution is working and only needs a

small improvements for optimization. Workflows are re-

designed to reduce redundancy.”

After completing the OvalEdge Data Quality Program questionnaire (OvalEdge, 2023), the results

are visualized in the “Results” sheet (Figure 17). In order to get the overall results for Data Govern-

ance Maturity, also the other related questionnaires should be completed.

Data Governance Maturity Assessment

Overal
5

General Govemnenance

IT Data Management
Program

Data Quality Program

3 Data Access Management
Program

Data Literacy Program

Program Your Scores

Data Access Management Program 1

Data Literacy Program 1

Data Quality Program 1

IT Data Management Program 1

General Governenance 1

Figure 17. Results sheet of OvalEdge Data Governance Maturity questionnaire (OvalEdge, 2023).
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6 CUSTOM DATA QUALITY MATURITY MEASUREMENT ASSESSMENT

Data quality maturity model must suit organization's needs, goals, and context so it is also possible
to customize an existing model to fit to these specific requirements of an organization. Customized
data quality maturity measurement tool was used in this study. The first draft version of this was
based on existing literature like the book “Data Quality Assessment” (Maydanchik, 2012), “Bad
Data Handbook” (McCallum, 2012) and the Gartner DQ Maturity Model (Baskarada, 2009; Table
2.23: Bitterer, Gartner, 2007). It was created in MS Excel as a heatmap by using four level scoring.
Technical parts of the maturity measurement had initially been created for measuring the data
quality maturity of handling the batch data and data fetched via integrations. The first draft version
was enhanced to also cover governance, culture and competencies and this version was used in

this study as a basis.

In this customized data quality maturity measurement data quality maturity dimensions were eval-

uated in levels 1-4 with the following values included in the maturity assessment and heatmap:

Level 1: Red (as lowest score)
Level 2: Yellow
Level 3: Light green

Level 4: Green (highest score)

For each data quality maturity dimension, a corresponding score compared to the scoring criteria
was given and updated in the heatmap. This way it is visible what are the DQ maturity dimensions
which are already in good condition and which ones need to be improved. It is also possible to use
this assessment tool to plan how to improve the data quality and what would be the most important
DQ improvement actions and tasks to concentrate on for improving data quality maturity. This way,

it would also be possible to prioritise and set targets for the DQ maturity dimensions.

This maturity tool was created for implementing regular measurements according to the need of
the case company, i.e., every quarter, half of the year or yearly, to check the maturity and highlight
improvements which had been achieved in the data quality maturity of a business-critical data asset
in question. Further enhancements to the DQ maturity measurement tool had already been done

according to the comments and feedback received from the pilot users of the case company. More
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comments, feedback, and observations for improving the DQ maturity measurement tool will be

expected once more measurements will be done so development of the tool for the case company

will continue.
Your chosen Diatazet: 1) For example
Orur data azset data produced by <0rgl>; consmmed by
<0rgl>
Data flow anchibecture = whens dons

data come from, where does it gota,
which transformations are made to
it

Diata familiarity, documentation - Do

wou generally know what the data ]
you use Is?

Accuracy - dafa cornectly represents 1
reality

‘Completeness - all expected (and

requined ] data values are present.

\Consistemcy = data Is unidarm across
SCAINCES ar awer time

Timeliness data ks up to date and
redevaint.

Relevamce - data is applicabk: tothe
business question or problem being 3
addressed.

Validity = data s accurate and also
represents wiat it claimes 1o
represent.

Reliability - data represents what i
laims to represent also cver time —
WO can trust it 1o be valid 2o n
the future, should you check

Inbegrity - data Is acourate,
consistent, and complete

TECHNICAL

Predsion - The kevel of detall and
speciicity of data valses,

Format - The structure and synta of
data valises ks aptimal for usage

Dupliction - Related to presenoe of

duplicate records or data vakues.

Figure 18. Example of visualization of heatmap results when using all DQ maturity levels 1-4 with
random evaluation results.
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6.1 Technical DQ assessment

Technical DQ assessment part of the customized DQ maturity assessment is probably the most
challenging part of the customized DQ assessment because it requires detailed knowledge about
the data asset in question, data flow and technical DQ dimensions. Without detailed knowledge of
the data asset and these DQ dimensions, the scoring of these DQ dimensions won't be trustworthy.
During the study, it was noted the less familiar the pilot users were with the details of data asset,
the more optimistically the score of the status was reported. In these cases, the reason for this
could have also been the differences in the rating between the participants within a group with
different opinions about the score leading to a compromised result as an average. So self-reporting
is not to be taken as definitive measurement, but it is subjective. This highlights the fact that the
scoring should be based on evidence, and if there is not enough evidence, these DQ dimensions

should be assessed only once there is enough knowledge and evidence.
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where does data come fram,
where does it go to, which
transformations are made to
it

camas from, by whom, via what,

ending up where, respansibility lies on

who?

main data flows, but it is
anecdotalfnot documented -
w.g. Architecture documents do
nat exist at all

iz documented - e.g. Architecture
documents exist - all of these are how
aver incomplete ANDYOR not widely
accessible f findable / competing version

Data Quality Maturity Level 1 [Lowest) Lewel 2 Level 3 Level 4
o i
Data flow architecture - Mot even a rough idea where data Rudimentary knowledge of Knowledge of main data flows exists and | Knowledge of main data flows exists

and is documented - e.g. Architecture
documents exist - and are complets
and accassible for all

documentation - Do you
generally know what the data

wou e is?

not up to date or complete, or
is disorganized, so it can not be

fully wsed

complete, but not widely used /' people
can not find it / master version of
documentation is unclear ar there are

several competing masters

Dur dats asset ‘We don't know which datas are We know the immediate ‘We know our inbaund data, we know Mew inbound data sources are
relevant or available to us or we are inbound data that comes in who uses and depends on our data, we  |communicated to our team, we also
responsible for {...that other teams frant of us and we wark with can eagily paint to documentation on know af industry wide dataseis we
depend an) daily either, we know who is respansible for | can enrich owr own asset with; when a

what new party starts using our data, we
know about it and can track it

Data fll\lill‘i‘!'n. Mo docurnentation available Documentation is available, but | Documentation is up to date and Documentation is up to date,

complete for its purpose, widely used
and easily accessible & found

ALCUrSey - data correctly

represents reality

Data accuracy is unknawn or nat
measured

Data accuracy is measured, but
not consistently or with Emited
scope

Data accuracy & consistently measured
for critical data sets, but not proactively
improved

Data accuracy is cansistently
measured for all data sets and
praactively improved [=.g. With
automation)

Completeness - all expected
|and reguired!] data values
are present.

Data completeness is unknown or not

measured

Data completeness is
measured, but not consistently
wr with limited scope

Data completeness is consstently
mieaswred for oritical data sets, but not
proactively improved

Data completeness is comsistently
measured and manitored for all
business relevant data sets and
proactively improved

Consistendy - data is uniform

ACTOSE SOUrTES Or over tme

Data consistency is unknawn or nat
measured

Data consistency is measured,
but not consistently or with
limited scope

Data consistency i= consistently
mieaswred for critical data sets, but not
proactively improved, methadaology not
harmonized, no process.

Data consistency is consistently
measured for all data sets and
praactively improved with a dear and
functioning process

Tirneliness data is up-to-date
and relevant.

Data timeliness is unknown or not
measured

Data timediness is measured,
but not consistently or with
limited scope

Data timeliness is consistently measuned
for critical data sets, but sswes in it are
not proactively improved

Data is continuously updated in
real-time or near real-time as needed,
with clearly defined processes for
updating as needed

Relevante - data iz applicable
to the business question or
problem being addressed.

Data relevance is unknown |see
"Documentatian”)

There is sikent
knowledgefanecdotal trust in
data being relevant to intended
use

Partial trust in data relevance, which can
b proven

Exact knowledge exists for what the
data is suitable and not suitable for

Walidity - data is accurate
and alwy represents what it
claims to represent.

Data validity is unknown or not
measured (see “Data familiarity,
documentation” - if you don't have
any documentation, how would
know whether or not.)

There is silent
knowledge fanecdotal trust in
data being valid to intended

use

Partial trust in data validity, which can be
prowen

Exact knowledge exists for what the
data is suitable and not suitable for

Reliability - data represents
what it claims to represent
also over Hme — you can
trust it to be valid also in the
future, should you check

Data reliability is unknown ar not
meazured

Data reliability is measured,
but not consistently or with

Emited scope

Data reliability is consistently measured
for all data sets and proactively improved

Adwanced technologies and
technigues are wed to continuoushy

monitor and improve data reliability

Imtegrity - data is accurate,

consistent, and completes

Data integrity is unknown or not
measured

Data integrity is measured, but
nat consistently or with Emited
scope

Data integrity i consistently measured
for critical data sets, but not proactively
improved, does not have a process

Adwanced technologies and
technigues are wed to sutomatically
monitor and improve data integrity

Precision - The kevel of detail
and specificty of data values.

Data precision is unknown or not
measured

Data precision is measured, but
nat consistently or with Emited
scope

Diata precision is consistently measured
for critical data sets, but not proactively
improved

Advanced technologies and
technigues are wed to continuousky
rmonitor amd improse data precision

[Fasrmat - The structure amd
syntax of data values is
optimal for usage

Data formats just are, no thought is
given to whether the format is useful,
wnuseful ar actively dysfunctional

Data format is known, but local
ungeneralizable guirks and
habits are all around the data

Data format is suitable for use, but not of
a type future-proof or viable standard

Data formats are useful and
futureproof [e.g. established
standards}

Duplication - Related to
presemce of duplicate records
or data values,

Mo knowledge of duplicates, no
capability to recognize them.

knowledge of duplicates,
capability to recognize them,
but not much done about it

Duplicates found and dealt with, but e.g.
Mlanuval post - hoc corrections withowt a
process

Automated recognition of duplicates
and fixing it.

Figure 19. Technical data quality dimensions including the definitions of their scores in the first
version of the customized data quality maturity tool.

6.2 Governance DQ assessment

Governance part of the DQ assessment include these DQ dimensions which are fundamental for

improving data quality. These require actions which have to be taken universally across the organ-

ization, i.e. to be included in the business processes. It was noted during the study that the score
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for the data quality metrics DQ dimension was identical to all groups in a way that even though

some metrics are in place and data quality is monitored, there is room for improvement and creating

more DQ metrics.

Data Quality Maturity
Dimensions

Level 1 (Lowest)

Level 3

Level 4

Data quality governance

D just is what it is. Not much is done
about it

Processes are planned | some
exist but they are not uniform,
not used. Mo improvements
are planned.

A data quality improvement lifecycle
process in which DO issues are
recognized, collected, prioritized,
analyzed, improved, controlled has
been planned but is not totally in uss.

Working data quality improvement
lifecyde process in which DO issues
are recognized, collected to a single
accessible place, issues are prioritized
according to business value,
znalyzed, improved, and
[automatically) controlled ks in use

Mo standards, not within team, not

Standard within team, not

Standards matching scross tezms for

Standards matching across teams for
suitable parts has been taken into

Dk sl o iy aCross organization BCross organization suitable parts has been planned us=. Data is validated accordingly in
the source systems) - downstream
doesn't need to worry.

D0 is not logsged, followed, measured | Some data metrics are used for | Most critical datasers/parts are Critical datasets/parts are monitored
or reported. some parts of a datasets monitored from ALL phases, where sutomatically, @ process exists and is
dataflow [ETL - phases) changes are made [e.g. extract, enforced where new datassts are

Data quality metrics transform, load). included as parts of metrics you can

trust to depict data features ina
trustworthy manner.

D4 Issue reporting and
mitigation

Mo one to report a 00 issue to, you
find it, you own fixing it [or forget it).
Mo processes, no help, you are on your
own

Thers iz at least 2 group you
@n consult to get help with

If you find an issue, you know where to
report it to and it will be dezlt with, Root
causes of the D0 isswes are analyzed and
corrected whenever possible.

D0 issues are found and logged
sutomatically and fixed sutomatically.
State of the art: learning neurzl
networks.

DO processes

Mo process for anything. Someone
maybe does something. Or maybe not.

Are processes in place for
performing root-cause-analysis
for new data quality issues?

Are at least some DO problems dealt
with proactively (befors they happen)?
Are there master data and reference
master data policies and automated
checks in place so0 no duplicate data iz
made?

Critical datasets/parts are monitored
automatically and a violation launches
a DQ mitigation process automatically.
The success and progress of these
processes themselves are measured

General data management

Diatz is not managed, it just comss and
is used in 2 haphazard manner, where
information is left as silent knowledge
in the project participants minds and
dissipates as team members leave or
start doing something else. Data
quality and its features are unknown.

Thers iz a process of including
existing and incoming new
datasets as part of a data aszet
listing, with documentation
and its features profiled, at
|east within business line.

Aforementioned process is enforced and
data with its features is included into a
data catzlogue on a regular bazis.

Aforementionsd process is enforced
and data with its features is included
into a data catalogue on a regular
basis st least partly with sutomation,
so when new dats comesin |e.g. viaa
company marger] you can trust it to
have documentation enabling its use
zvailable quite soon.

Figure 20. Governance related data quality dimensions including the definitions of their scores in
the first version of the customized data quality maturity tool.
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6.3  Culture and Competencies DQ assessment

Culture and Competencies DQ dimensions were added to the first version of the customized data
quality maturity assessment to bring out the importance of the collaboration and competence de-

velopment which are required to accelerate the data quality improvement actions. These kind of

DQ dimensions should be understood to be vital for the DQ maturity improvement, in addition to

Governance related DQ dimensions.

Collaboration: Silo / Group
work

Mo crass-team collaboration
nor knowledge-sharing exists
for handling data guality
issues and developing data
quality practices and
competencies. Data producer
gZets no information about
data quality issues affecting
data consumers work
Warking in =ilos.

Some teams;team
members |Data Producers
and Diata Consumers)
collzborate and share
knowledge with each other
for informing & handling
data guality issues and
developing data quality
practices and competencies
but it is ad-hoc. No
processes or ways of
working exist.

Some teams/team members |Data
Producers and Data Consumers)
regularly collzborats and share
knowledge with each other for
informing & handling data guality
issues and developing data guality
practices and competencies.
Processes or ways of working exist.

Cross-team collaboration and
knowledge sharing is in practice
3Cross organization in order to
report & handle data quality
issues and developing data guality
practices and competencies. Clear
RALCI (Responsibility,
accountability, consulted,
informed) matrix exists for BOTH
data producer AND consumer, it is
used and adhered to and updated
az needead.

CULTURE & CORMPETENCIES

Self-service capabilities

Mo possibilities to interact
with the data nor create data
quality monitoring reports.
Data iz 2 black bax [for
example in the case data
producer is externzl)

Only IT and developers are
able to interact with the
datz and create & share
data quality monitoring
reports IF they have time
and resources - no SLA, no
possibility to create
self-service reports.

Capabilities exist for independently
interacting with the data but those
are not usad for creating self-senvice
data guality monitoring reports.
(E.g. DO tool is offered, connecting
to dataset possible, but no-one uses
them.)

Capabilities exist for
independently interacting with
the data and create self-ssrice
data quality monitoring reports
and the ways of doing so are
familiar to more than a single
person in organization.

Figure 21. Culture and Competencies related data quality dimensions including the definitions of
their scores in the first version of the customized data quality maturity tool.
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7 PREREQUISITES FOR THE CUSTOM DQ MATURITY ASSESSMENT

The first task for the pilot users of the customized DQ Maturity Assessment was to choose a data
asset for which the DQ maturity assessment would be done. Instructions for this were to choose a
business-critical data asset. For the chosen data asset, it was also requested to write down whether
it is something they use as data consumer, or which they produce for others to use i.e. act as data
producer (Figure 22). That was to highlight the roles of data producer and data consumer, and

whether for example data producers have knowledge of their data consumers, and vice versa.

Data asset - EXERCISE SCOPE: choose the business-critical data asset you Your chosen Dataset:
handle in this exercise and write down whether it is something you use or produced by WHO?;
something you produce for others to use. consumed by WHO?

Figure 22. Instructions for choosing the business-critical data asset for custom DQ maturity assess-
ment.

While doing this study, it was observed there are certain prerequisites for doing this custom DQ
Maturity Assessment. These were not included in the DQ Maturity assessment tool as pre-requi-
sites but during this study, it became clear that to benefit the business in the best possible way,

these prerequisites should be included in the future.

7.1 Business critical data asset

Selecting a business-critical data asset for the assessment. It should be of high value to the busi-
ness to get as much benefit as possible of the assessment. Business critical data assets are the
data assets which are the most important one related to an organization’s business operations,
decision making, customer’s needs and demands for fulfilling regulatory and compliance require-
ments. However, each organization must themselves decide which data they consider to be critical
for them and making these decisions should be led by business. Business critical data asset can
even be for example one column, like ID, if that is critical for the business and must be consistent
in every system and system integrations. Additionally, it should be taken into account that selecting
the business-critical data asset is not a department specific decision to be done in silos, but it
should be based on the core business purposes of each organization to cover the business oper-
ations and decision making end-to-end.
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Examples of the business-critical data assets are master data like:
o Customer data
e Product/Material data
e Employee data

e \endor data

Transactional data like:
e Operational data
¢ Financial data required for auditing purposes

o Corporate financial data

However, these are only high-level examples. In the details of these data assets, there are data
assets which add more value to the business than others. So in the end, the data quality activities
should be targeted even to the detail level of these high level, business-critical data assets. For
example, in the worst-case scenario, it can be possible to be fined for even one PIl in the wrong
field so it should be very carefully to be monitored and followed-up this kind of case does not arise
(GDPR, 2020).

Regarding the decision-making process which is based on the data, reports and dashboards deliv-
ered by data team, there is a different kind of approach to find out the business-critical data.

For example, in his article, Dengs@e gives practical steps for identifying business-critical data from
the data team perspective, like data models and dashboards (Mikkel Dengsge, 2023). He states it
is important to identify these business-critical downstream dependencies and use cases. These
can be tagged critical so there would be visibility about these critical data assets which effect to
this critical dashboard, like in the Figure 23. In the data team case, the business-critical data asset
for the DQ assessment could be for example a very important dashboard. For this business-critical
dashboard, all these data models upstream are on the critical path (Figure 23). Data flow of this
dashboard should be the first task to find out and document, preferably in the data catalogue. In
addition to the reports and dashboards, the data which has to be reported to the regulatory author-
ities is critical. The reason for this is C-suite can be held personally liable for reporting incorrect
data to regulators (Dengs@e, Murphy 2023). Additionally, now that the machine learning and artifi-

cial intelligence implementations are increasing, it is important to get transparency of the data and
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data flow effecting to these. For this purpose, a business-critical implementation could be selected
and the data effecting to this should be tracked before doing the DQ maturity assessment. Data
and data lineage of artificial intelligence and machine learning implementations will also be regu-
lated soon so this will increase the business-criticality of these (European Commission, Joint Re-
search Centre, Balahur, Jenet, Hupont Torres et al, 2022). Although it is a risk-based model, and
it will not cover all the development, it will lead the way for inclusive, non-biased Al/ML develop-
ment. Consequently, it increases the importance of the DQ maturity assessments of the data which
is used as basis of these Al/ML implementations.

Tracking down the critical path

Data Dashboard

Dashboard

Figure 23. Tracking down the critical path for identifying business-critical data from the data team
perspective (Dengsge, Murphy 2023).

7.2 Data literacy of the business-critical data asset to be assessed

According to Sebastian-Coleman, “Data literacy is the ability to read, understand, interpret, and
learn from data in different contexts and to communicate about data with other people”. It requires
skills, knowledge, and experience to become data literate. Data literacy of the business-critical data
asset is a must for doing the data quality maturity assessment for it and get the most benefit out of
the assessment. Data literacy in this context means the selected data asset should be familiar
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enough to the one(s) who do the assessment. However, it is one kind of result if it turns out the
selected data asset is not familiar enough and it would mean the data asset in question should first
be familiarized with and then do the assessment again. Note it is possible to use this DQ maturity
assessment both individually and as a groupwork. When doing it as a a groupwork, everyone in-
cluded in the group will not need to be on the same level of data literacy, but everyone has a chance

to learn from each other. It is also important to note, according to Sebastin-Coleman,

“No single individual can know everything about an organization’s data. But, together, peo-
ple can solve more problems in better ways if they understand data as a construct, recog-
nize the risks associated with data production and use, cultivate a level of skepticism about
data, and develop skill in visualizing and interpreting data. They will solve even more prob-
lems if the organization supports these efforts through disciplined metadata management
and data quality management.”

(Sebastian-Coleman, 2022)

7.3  Data flow, data catalogue and data lineage

For getting the most benefits of the data quality maturity assessment, the data flow architecture
should be known and documented. This kind of documentation includes the information about
where the data comes from, where it goes to, and which transformations are made to it in between.
Data flow should be documented transparently, and it should be easily found and accessible by the
data consumers. Easily accessible data documentation accelerates the usage of the data in the
implementations in reporting, automation, artificial intelligence, and machine learning, and ensures
the knowledge is not lost due to changes in personnel. Preferably this kind of documentation is
found and visible in the data catalogue. Data catalogue includes metadata type of information about
for example source systems of organization, datasets, data owners, data/business stewards, busi-

ness glossary, data lineage, reports, and data quality.

For example, in Collibra Data Catalogue tool, there are two types of data lineages:

1) Technical lineage (Figure 24): more detailed data flows including data objects like tables and
columns, data transformations and source code for information to e.g., data engineers, data

architects and technical stewards.
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Figure 24. Example of technical lineage by Collibra Data Catalogue tool (Collibra, 2023).

2) Business lineage (Figure 25): a summary of technical lineage for business stewards and an-
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Figure 25. Example of business lineage by Collibra Data Catalogue tool (Collibra, 2023).

Via data lineage it is possible to have auditable trail of data transformations across the whole data
flow. Data quality should be considered and monitored in all parts of the data flow (Figure 26). By
using data catalogue tool, it is also possible to create visibility to the data quality rules and metrics
of the data assets and automate the data issue creations, so these are linked to the data asset in
question. From the end-to-end data lineage, it is possible to see where this data issue has effect
to.
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Figure 26. Simplified Data Flow (Southekal, 2023).
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8 IMPROVING DATA QUALITY MATURITY

First step for improving data quality maturity is to prioritise data quality improvement and analyse
the current state of DQ maturity by using a DQ maturity model. Based on the current state analysis,
it is possible to plan the concrete DQ improvement actions in more detail according to the business
needs of your organization. After doing the current state analysis, setting the targets for improve-
ments, and prioritising these actions which can contribute to achieving the next levels in DQ ma-
turity, and with the business benefits always in the focus. For the concrete improvement activities,
even quite detailed level instructions, possible templates, guidance, and leadership are needed.
The most effective improvement actions are the ones which effect to the root causes of the data

quality issues.

To set realistic goals for the DQ improvement actions, the required resources, their competencies,
needed roles and responsibilities for achieving these goals must be taken into account. Without
competent enough resources with properly defined roles and responsibilities, only ad-hoc improve-
ments in DQ maturity will be achieved. DQ improvements are not something one can do without
dedicated time for it. Unfortunately, this is often neglected because the financial benefit for this
work is not directly visible but considered as a cost for an organization. According to Jones (2017),
the iceberg of ignorance is evident in the data quality context as well, meaning that only 4% of the
data quality problems are known to the top management and only 9% of these are known to middle
management. Most of the data quality problems are below the visibility of the management and
only known by the supervisors and employees (Jones, 2017). Therefore, it is vitally important the
management is aware of these invisible costs. Better yet would be to start to collect and follow up
the costs of doing the corrections of poor data, which in the worst-case scenario, are done manually
and even by subcontractors. To get visibility to these costs would be one way to get buy-in and
support from the management for the data quality activities. Improving data quality maturity requires
concrete actions for creating data quality metrics and targets for these. These metrics must be
regularly monitored, and the DQ maturity regularly assessed to find out and share the progress of

DQ improvement actions.
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9 ANALYSIS & RECOMMENDATIONS

9.1 Results

Research questions of this study were:

1) Is this kind of custom data quality maturity assessment tool useful in improving data quality
of an organization in a systematic way?
2) How does this custom data quality maturity assessment tool compare to the existing data

quality maturity models?

Hypothesis of this study was using custom data quality maturity assessment tool helps the organi-
zation to get more awareness, understanding and help them to plan actions to improve data quality
and data quality maturity in general. Additionally, it can also provide transparency to the current
state of the data quality maturity which is very important especially for the business-critical data
assets. In the case company this kind of more detailed data quality maturity model proved its pur-
pose because, in addition to the data quality trainings, it has been decided to continue the usage
and further development of this kind of customized data quality maturity assessment in the case
company. Since it typically takes time to improve data quality so it would be visible even by using
in this customized, more detailed data quality maturity assessment, there was not enough time for
gathering evidence about improved data quality during this research. In addition, the improvement
of the awareness and understanding of data quality is quite challenging to measure. It was not
measured during this research so these results are not available as a result of this study. One kind
of measurement for the improvement of understanding of data quality of business-critical data as-
sets could have been for example the addition of data profiling practises to the processes but there
was not enough time and resources to introduce these kinds of new practices during this study.
However, according to the observations, the data quality awareness, and understanding was im-
proved in the case company during this research, and it has led to the planning of the concrete
data quality improvement actions of the business-critical data assets. There is also a plan to start
and experiment using this custom data quality maturity tool for KPI status, target settings and con-
tinuous measurements. KPIs are to be calculated based on the results of the DQ dimension scores.
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During this study, no other comparable data quality maturity measurement assessment was found;
instead, all the DQ maturity measurements assessments which could be studied, are in too high a
level to be operationally useful. With reference to this, it was found the data quality maturity meas-
urements are not comparable even though it was not possible to compare all the available methods
because most of these must be purchased. Additionally, because data quality mostly depends on
data management and data governance, data quality is often just one part of these data manage-
ment and data governance maturity measurements. In addition, it was noted this first version of the
custom data quality maturity tool also requires updates to enhance and accelerate the usage of it
in the case company. Consequently, feedback and observations for improving the customized data
quality maturity template have been considered and implemented simultaneously while doing this
study. One important improvement was to include “how-to” instructions for the DQ dimensions to
guide the users to get to the next level of DQ maturity. It was also noted that this custom data
quality tool might be in too detailed level for the higher management, so it is under planning whether
there is a need to create another version for the management, or use another, higher level DQ
maturity model for the management. Another idea for improving the custom DQ maturity model is
to include the responsible roles/owners for each DQ dimension but this would also require the

higher-level ownership to get the resourcing and budget for these data quality improvement actions.

9.2 Discussion

It has been noted during this study that this customized data quality maturity template is created
and improved in such a way it could be used also in other organizations either for data quality
training and/or improving data quality awareness and visibility. It can also be used for planning data
quality improvement actions and for measuring the effect of these improvement actions in quite a
detailed level. Even KPIs and targets regarding these could be created based on the current state

of the data quality maturity.

Limitations for the usage of this kind of customized data quality maturity assessment is that the
data quality related details which are included in the assessment, might not be self-evident for these
who are not so familiar with the details of the business-critical data asset in question, and the data
quality terminology. So even though this customized DQ maturity assessment tool has already
been enhanced in the case company, it still requires further improvement so it can be understood

by such a user who does not have enough knowledge to do self-evaluation of all these questions
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which are included in the customized DQ maturity assessment tool. In such cases, it cannot be
used effectively without guidance and discussion about the meanings of the DQ dimensions and

scores. This would need to be studied more and further enhancements to the maturity tool accord-

ingly.

In addition, it was noted this kind of self-evaluation without evidence probably gives more optimistic
results than what the actual status is. To get reliable results of the assessment, there would need
to be evidence as reference included in the heatmap, for example, in the comments of the heatmap
field. This would be useful for information sharing purposes as well. Also, to get some improve-
ments to the data quality maturity, it would be more useful to give a lower score than a more opti-
mistic one. In case there is not enough knowledge of the actual status, it would be skipped, and

score(s) would be given only once there is enough knowledge and/or evidence, of the actual status.

Management support is vital for improving data quality since the DQ improvement actions are not
taken by accident. However, this kind of more detailed data quality maturity assessment might be
too detailed for the management to understand the data quality and the requirements for improving
the data quality. It might be there is a need to have a separate, higher level data quality maturity
assessment for the management? It would have to be linked to this more detailed one. It could be
for example that only some parts of the DQ maturity assessment are included in the management
part of the DQ assessment, and the target for the more detailed DQ assessment would be set
according to these. Also, if the management is familiar with some other kind of higher level DQ
maturity assessment, they could be linked to get visible improvements also in the higher level DQ

maturity assessment.

9.3 Reliability and validity of research

The effect of the usage of this customized data quality maturity template was experimented in only
one case company so it should be experimented in some more organizations. This would give more
information and feedback about the usage and contribution of using this kind of maturity tool for
improving data quality and related practices within different kinds of organizations. In the literature
review, no other comparable data quality maturity models were found but not all these maturity

models were studied in this thesis. Most of data quality and data governance maturity models would
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have had to be purchased, and, since the maturity models are not standardized, they are not com-

parable either.

Additionally, the actions needed for improving data quality typically take time and resources to
implement. This study should have taken more time for the data quality improvement to be noted
in the assessment. However, while doing this study it has proved its purpose for the case company
to use customized and more detailed data quality maturity model for assessing organization’s data
quality maturity and use this information for planning what kind of actions are needed to improve
data quality. It was also found it is possible to set the KPI targets after analysing the current state
of DQ maturity and follow-up the progress even with just one KPI target number, aggregated from
the DQ maturity tool. This way, including the regular DQ maturity assessments, it can be used as
a continuous practice which also enables to develop the maturity model and improve data quality
practices according to the need of the organization in question. For the management, it can offer
more detailed transparency about the data quality maturity of the company in the business-critical

data asset level.

9.4 Further research

The first idea for further research would be to use this kind of custom data quality maturity tool in
another organization, or even several different organizations to get their results of using it to com-

pare the results of this thesis.

Further research would also be needed to create more automation into the data quality maturity
assessment and achieve automated visibility about the data quality and data quality maturity of the
business-critical data assets in an organization. Continuous data quality monitoring and automated
corrections of business-critical data assets, wherever possible, must become business as usual in
near future. Column-level validations of business-critical source data, monitoring the integrations
between systems and ensuring the consistency of the data between systems could solve most

challenges in data quality.

In addition, it would be feasible to study the Al systems’ data quality related aspects in more detail
and develop a maturity model for assessment. It should be done to ensure publishing transparent

and trustworthy Al systems where their development includes all these mandatory aspects for
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inclusive and non-biased Al which will be required by the EU Al Act soon (European Commission,
Joint Research Centre, Balahur, Jenet, Hupont Torres et al, 2022). There is now an urgent need
for the organizations to prioritize their efforts to address data quality challenges, ensuring their Al
systems deliver accurate, reliable, and unbiased results. For this purpose, MS Excel and self-eval-
uations of data quality maturity are not enough to prove it without automated monitoring and evi-

dence.
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10 CONCLUSIONS

Improving data quality is not rocket science. It requires concrete actions which are to be done end-
to-end in good collaboration with the specialists in IT, data management, and especially with the
business specialist who are experts in the business-critical data assets and these details which
have an effect to business, and consequently, the bottom line. It should be a default, and embedded
into the business processes, to measure the data quality maturity as a starting point, and while
doing this, plan, set priorities and targets for the improvement actions. This way targets should be
followed-up across the organization so the improvements of the data quality maturity would be
visible. This would enable to also share learnings, best practices and improvement actions which

contributed to the improved DQ maturity across the entire organization.

Data quality related knowledge and understanding seems to be challenging and time consuming
to achieve. It requires attention to detail but also business understanding about the data in question
and how it relates to the big picture from the business point of view. However, when given the
concrete visibility to the data, and the related information and/or documentation about it, everyone
can learn to ‘read data®. Nowadays it is a must to learn, and continuous learning is everyone’s
responsibility, just like the data quality improvement is. People, their knowledge and experience
about business and data, data literacy competencies, and last but not least, collaboration and col-
lective intelligence are the keys to the data quality improvements. This kind of culture requires
individuals to learn and collaborate across the whole organization, and the organizations to priori-
tise and allocate resources to data related learning and concrete actions to improve data quality.
Devil is in the details, and nobody can by themselves know every detail which effect to data quality
and can have significant effect to the business. Business-criticality of the data should be visible and
known to all employees end-to-end of the business processes. This way the actions and resources
can be prioritised to these data assets and their details which are the most important from the

business point of view.
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