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A B S T R A C T   

This work develops single multitarget regression models that predict compressive strength and 
non-steady-state chloride migration coefficients (Dnssm) of concrete simultaneously using machine 
learning algorithms. The data for this study are obtained from research projects and interna-
tionally published articles. Following data preprocessing, the compressive strength ranged from 
21 to 80 MPa, while the Dnssm ranged from 1.57 to 31.30 × 10− 12 m2/s. The algorithms used are 
five decision tree-based ensemble methods: bagging, random forest, AdaBoost, Gradient boosting, 
and XGBoost. In the development of the models, two scenarios are considered. Scenario 1 employs 
the default hyperparameter settings, while Scenario 2 employs hyperparameters chosen from 
among those identified through training single-target models. The performance evaluation results 
confirm that Gradient boosting is the best performing algorithm and Scenario 2 is the most 
appropriate modeling strategy for the considered dataset. It predicts compressive strength with 
(MAE = 6.683, MSE = 83.369, and RMSE = 9.131) and Dnssm with (MAE = 1.363, MSE = 3.712, 
and RMSE = 1.927). The potential of the developed multitarget model to design concrete with the 
intended strength and Dnssm is supported by its remarkable generalization ability. However, in 
order to ensure the model’s versatility, it is necessary to improve it by incorporating compre-
hensive datasets that include a broad range of concrete properties.   

1. Introduction 

Reinforced concrete (RC) structures are essential in civil infrastructure development, but they deteriorate over time due to various 
reasons. Chloride attack is one of the most significant threats to durability of RC structures exposed to marine environments and/or 
chloride-containing de-icing salts in cold climates [1]. Chloride penetration itself does not cause concrete damage, but once the 
concentration of chloride ions reaches a certain level at the steel reinforcement bar, it leads to depassivation and subsequent corrosion 
[2]. Corrosion negatively impacts the serviceability and safety of RC structures and results in significant economic losses due to 
premature rehabilitation of civil infrastructures [3–5]. Some developed countries spend up to 3.5–4.5% of their GDP on 
corrosion-related damage and control [3]. 

To avoid premature failure of RC structures due to corrosion and its associated costs, the concrete must be designed to resist 
chloride attack. Concrete mix design methods tend to prioritize the workability and strength properties of the concrete, often 
neglecting to address its durability. The majority of concrete mix design techniques, such as those developed by the American Concrete 
Institute (ACI) [6] and the British Department of Environment (DoE) [7], are intricate and involve multiple steps that depend on 
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mathematical computations and laboratory experiments. The proportion of concrete mix constituents that is determined through 
analytical calculations must be confirmed by laboratory tests, which are typically conducted on trial mixes after 28 days. The pro-
portions of ingredients are then adjusted until an acceptable mix is achieved through an iterative process. This approach is not only 
time-consuming but also expensive and consumes natural resources. 

There are several laboratory testing techniques suggested to quantify the chloride diffusion coefficient of concrete, in order to 
determine its resistance to chloride. The Nordic standard NT Build 492 is among the accelerated testing methods utilized for deter-
mining the chloride diffusion coefficient [8]. The chloride diffusion coefficient determined by this method is referred to as the 
“non-steady-state migration coefficient” or Dnssm. Although this test method yields quick results, it is usually conducted 28 days after 
concrete production because curing is required. In recent years, significant efforts have been made to develop analytical and statistical 
models for predicting chloride diffusion coefficients in an effort to shorten the duration of this procedure [9–11]. While these models 
are significant, many of them do not account for non-steady-state migration coefficient and focus mainly on diffusion coefficients 
obtained from other types of tests. Additionally, some models only consider a limited number of factors and overlook several essential 
ones that define concrete’s microstructure. 

Incorporating supplementary cementitious materials (SCMs) that come from industrial and agricultural by-products such as ground 
granulated blast-furnace slag (GGBS), fly ash (FA), silica fume (SF), and rice husk ash (RHA), further complicates the traditional 
concrete mix design process, owing to the intricate properties of each material. For example, the effectiveness of RHA as a pozzolanic 
material is influenced not only by its amorphous content but also by factors such as its specific surface area and particle fineness [12]. 
Due to such a diverse properties and compositions of SCMs often make it difficult for conventional mix design methods to fully address 
the related complexities. Thus, to determine the proportions of ingredients that meet the required properties, an intelligent guess based 
on the predefined relationships must eventually be made. As a result, concrete characteristics are often designed with an excessive 
margin of safety as a preventative measure, due to concerns of not achieving the required properties and incurring added expenses. 
Moreover, empirical techniques are practical only when a limited number of parameters are taken into account. Incorporating further 
important properties that describe the durability of concrete, such as its resistance to chloride, would result in a substantial increase in 
the number of concrete samples that must be prepared for laboratory testing. 

All these limitations underscore the necessity for a reliable, efficient, straightforward, and cost-effective method that empowers 
engineers to create concrete that can withstand chloride attack with minimal steps. The use of advanced machine learning algorithms 
is a practical method to meet these requirements. Machine learning algorithms can detect the implicit patterns among numerous 
features and establish intricate relationships without necessitating explicit knowledge. 

Over the past few years, several research paper [13–18] have indicated that machine learning techniques have the ability to create 
models for predicting chloride penetration and compressive strength in concrete. However, these models focused on only a single 
parameter at a time, either describing strength or chloride penetration, rather than considering both parameters simultaneously. 
Developing separate models for each parameter in isolation without taking into account their interdependence does not facilitate 
analysis of trade-offs. This process is undeniably complicated, time-consuming, and results in suboptimal concrete mix optimization to 
meet the desired strength and chloride resist level. To overcome this challenge, the current study proposes the development of single 
multitarget models that can simultaneously predict both compressive strength and chloride penetration using machine learning al-
gorithms that are capable of capturing all dependencies and internal relationships between the two parameters. In addition, using a 
single multitarget model is easier to interpret than using multiple single-target models, and it also ensures higher prediction accuracy 
[19], resulting in optimal concrete mix. 

The remainder of the paper is organized as follows. Section 2 gives a general overview of machine learning. Section 3 describes 
ensemble methods in detail, as all five algorithms used in this work are ensemble methods that use multiple machine learning al-
gorithms to achieve better prediction performance. Section 4 describes the materials and methods used. This section describes in detail 
the dataset used for model training and testing, as well as all activities associated with model development. Section 5 discusses the 
research results. Finally, Section 6 contains the conclusions. 

2. Overview of machine learning 

Machine learning is a subfield of artificial intelligence involving the design and implementation of algorithms to recognise complex 
patterns in data and make rational decisions [20]. Machine learning models can be descriptive to reveal knowledge from data or 
predictive to carry out prediction, or both, without relying on predefined equations [20]. The data could come in the form of a digitized 
human-labeled training dataset or other sorts of information collected through interaction with the environment. The quality and size 
of the data are critical in all circumstances for the learning algorithm’s predictions to be successful. Even though machine learning 
originated from the quest for artificial intelligence, it has a broader scope and applications. It incorporates concepts from various fields, 
including neuroscience, information theory, statistics, and computational linguistics, among others. 

A machine learning method that maps an input to an output based on input-output pairs is known as supervised learning. This 
learning type can be divided into two categories based on the nature of the desired output (target feature): classification and 
regression. Classification refers to supervised learning issues in which the target feature is a discrete set of classes. In contrast, 
regression refers to situations in which the value of the target feature is continuous. Generally, regression problems are solved by 
creating a functional model that is the best predictor of y based on a given input x retaining a specific training dataset D = {yi, xi}

N
1 as 

shown in Equation (1). 

y= F̂(x1, x2,…, xn)= F̂(X), (1) 
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where yi is the output feature, xi is the input vector made of all the feature values for the i − th observation, n is the number of features, 
and N is the number of observations. 

The primary aim of this study is to utilize regression learning methods to predict the continuous target features of compressive 
strength and Dnssm of concrete. To achieve this, the study employs ensemble machine learning algorithms that have demonstrated their 
ability to handle complex nonlinear regression problems in various civil engineering disciplines [21–29]. The following section de-
scribes the disciplines principle of ensemble methods. 

3. Ensemble methods 

Ensemble methods are designed to create a powerful predictive model by combining multiple machine learning models that each 
solve the same original task [30]. They are applicable to the two most important predictive modeling tasks, classification and 
regression. In both cases, the ensemble method outperforms a single model, but requires more computation time because multiple 
models need to be built. To take advantage of the superior predictive power of the ensemble method, proper base model building and 
aggregation techniques are required [31]. The base models can be multiple independent similar or different models. Model aggre-
gation involves the integration of base models m1,m2,…,mk into an ensemble model M through the development of a prediction 
combination strategy that computes M(x) based on m1(x),m2(x),…,mk(x) for any x ∈ X. The combined model M is represented by all 
of its base models as well as the strategy used to integrate their predictions. 

In this work, decision trees are used as base models to build various ensemble methods. Decision trees are fast learners with a high 
level of interpretability that handle complex nonlinear problems with large numbers of observations and input variables by decom-
posing them into manageable levels and applying the same approach to the subproblems recursively. After a discussion of how decision 
trees work, there follows a brief discussion of the integration methods applied, used to form the ensemble methods, which are either 
bagging or boosting. 

3.1. Decision tree 

A decision tree is essentially an acyclically connected graph structure made up of nodes, branches, and leaves. A decision tree used 
to solve regression problems can be referred as a regression tree. Fig. 1 shows the basic structure of a regression tree. The left subfigure 
depicts the data points and their partitions, while the right subfigure depicts the structure of the corresponding regression tree. De-
cision nodes represent domain areas that must be broken down into smaller areas by dividing them. Leaf nodes represent domain areas 
where further divisions are not possible. The root node is the highest node in the tree structure. Branches are connected to descendant 
or leaf nodes in proportion to certain split results. Splits are determined by some relational circumstances based on the selected in-
stances, which can have two or more outcomes. A split can be formally defined by a test function t : X →Rt that maps instances into split 
outcomes. Each possible result of splitting a node is assigned its own outgoing branch. The relationship between the parent node and its 
descendant nodes, which is theoretically defined by the branches connecting the former to the latter, need not always have to be clearly 
defined in the decision tree’s data structure. If the result of a split can be determined explicitly for each reachable instance, then the 
domain is partitioned into disjoint subsets proportional to the outgoing branches. As a result, as presented in Equation (2), each node n 
of a decision tree corresponds to an area (subset) of the domain determined by the sequence of splits t1, t2,…, tk and their results r1,

r2,…, rk that occur on the path from a root to leaf nodes [31]. 

Xn ={x∈X|t1(x)= r1 ∧ t2(x)= r2 ∧ · · · ∧ tk(x)= rk} (2)  

3.2. Bagging 

Bagging, also known as bootstrap aggregation, is a general technique for combining the predictions of multiple models to form an 
ensemble method. The base models in a bagging-based ensemble learning are built by randomly selecting bootstrapped samples from 
the dataset. This procedure is repeated multiple times until a significant subset of training datasets is generated and the same samples 
can be collected more than once. Each bootstrap training dataset formed contains an average of N

(
1 − 1

e
)
≈ 0.63N instances, where N is 

the total number of samples in the dataset. The instances that were left out are known as out-of-bag observations, and they are used to 
evaluate the model’s performance. The final output of the ensemble method is the average of the predicted outputs of the individual 

Fig. 1. An example of a dataset and its associated regression tree.  
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base models, which reduces variance and produces better stability [30]. Each base model fits the training dataset D = {(x1, y1), (x2, y2)

,…, (xN, yN)} to achieve the tree’s prediction f̂ (x) at input vector x. Bagging takes the average of this prediction over a series of 

bootstrap samples. The model predicts ̂f
∗t
(x) for each bootstrap sample D∗t ,t = 1, 2,…,T, the bagged estimate is the mean prediction at 

x from T trees, as shown in Equation (3). 

f̂ bag(x)=
1
T

∑T

t=1
f̂
∗t
(x) (3) 

Another improved bagging variant is the Random Forest, which is essentially an ensemble of base models trained with a bagging 
mechanism. Breiman [32] introduced feature randomness into the bagging procedure, resulting in an uncorrelated forest of decision 
trees. It is a significant improvement over bagged decision trees and is one of the ensemble methods used in this work. 

3.3. Boosting 

Boosting is a bagging improvement that spans multiple base models by shifting focus to cases that are struggling to perform well 
[31]. Unlike bagging, boosting builds simple base models serially and fuses them with improvements from one model to the next to 
improve the performance of the ensemble method. Each base model is built from a training dataset D = {(x1, y1), (x2, y2),…, (xN, yN)}

using knowledge from previously built base models. An appropriate algorithm is used to fit the training datasets D(t), t = 1, 2,…,T with 

a sequence of different weights w(1),w(2),…,w(T), returning the predictions of the base models ̂f
(1)
(x), f̂

(2)
(x),…, f̂

(T)
(x) for each input 

vector x and its corresponding weight vector w. Typically, the weight vector is generated by implementing an initial weight w(1) and is 
continuously adjusted in each base model built based on perceived errors. The weight is increased in cases where the base model 
produces large errors and decreased in cases where the model generates small errors. The final output of the model is a weighted sum of 
the individual base model outputs, as expressed in Equation (4). 

f̂ boost(x)=
∑T

t=1
f̂
(t)
(x)wt (4) 

The way boosting algorithms create and aggregate weak learners during the sequential process can vary. The three most popular 
ensemble methods based on boosting are as follows. They are all used in this work. 

Adaptive boosting or AdaBoost: This algorithm was developed by Yoav Freund and Robert Schapire [33]. It was originally designed to 
solve classification problems but was later extended to solve regression problems. The core principle of AdaBoost is to fit a sequence of 
weak learners on repeatedly modified versions of the data and adjust their weights to minimize training error. The model continues 
sequential optimization until it finds the best predictor. 

Gradient boosting: Jerome H. Friedman [34] invented gradient boosting, which works by sequentially adding predictors to an 
ensemble, each correcting for its predecessor’s errors. However, unlike AdaBoost, gradient boosting trains on the residuals of the 
previous predictor instead of changing the weights of data points. The term gradient boosting refers to the combination of the gradient 
descent algorithm and the boosting method. 

Table 1 
Description of the selected features from the raw dataset.  

Feature category No. Feature subcategory Description Unit 

Concrete mix 
ingredients 

1 Cement types CEM I – 
CEM II: CEM II/A-S, CEM II/B–S, CEM II/A-D, CEM II/A-V, CEM II/B–V, CEM II/ 
A-L, CEM II/B-L, CEM II/A-LL, CEM II/A-M, CEM II/B-M  
CEM III: CEM III/A, CEM III/B  
CEM IV: CEM IV/A, CEM IV/B  

2 Water content [kg/m3] 
3 Cement content Cement [kg/m3] 
4 Supplementary 

cementitious materials 
Slag [kg/m3] 

5  Fly ash [kg/m3] 
6  Silica fume [kg/m3] 
7 Water-to-binder ratio – 
8 Total aggregate [kg/m3] 
9 Chemical admixtures 

content 
Plasticizer [% by binder 

wt.] 
10 Superplasticizer [% by binder 

wt.] 
11 Air-entraining agent [% by binder 

wt.] 
Hardened concrete 

properties 
12 Mechanical properties Compressive strength [MPa] 
13 Concrete age at compressive strength test [days] 
14 Migration properties Concrete age at migration test [days] 
15 Non-steady-state migration coefficient (Dnssm) [x10− 12 m2/ 

s]  
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Extreme gradient boosting or XGBoost: It was initially created by Tianqi Chen in 2016 [35], and it now has many contributors. 
XGBoost was developed using the general principles of gradient boosting and is designed for computational speed and scaling. It makes 
use of multiple central processing unit (CPU) cores, allowing for parallel learning during training. 

4. Materials and methods 

In this section, the dataset used and the development process of machine learning based models for predicting compressive strength 
and Dnssm of concrete are discussed. The dataset includes various types of concrete that employed a variety of binders and admixtures. 
The main activities involved in the model development process are data preprocessing, model training, and model evaluation. All are 
described in detail below. 

4.1. Raw dataset 

The raw dataset used in this study was originally created by the authors to develop data-driven non-steady-state migration co-
efficients prediction models. The data were collected from research projects and internationally published journal articles by accessing 
the databases Web of Science and Scopus, which are abstract and citation databases of peer-reviewed literature, delivering a complete 
citation search by giving access to numerous databases. The set of queries, (“strength” AND “migration coefficient” AND “concrete”), 
which comprise the title, abstract, and keywords of the articles, were run on both databases to retrieve works reporting on concrete 
mixes with their fresh and hardened properties, including chloride resistance properties. All duplicate records in the databases were 
removed and suitable ones selected manually. A total of 22 scientific papers [36–57], including a research project report, were 
identified that were suitable for creating a dataset for the study. The dataset contains twenty-three features that describe the mix 
ingredients as well as the properties of fresh and hardened concrete. Following a preliminary assessment of the data quality and 
relevance, fifteen features that provide information on the concrete mix ingredients and its hardened properties are selected. Table 1 
list all the selected features. Features that describe the concrete mix ingredients includes cement types, amount of water content (unit 
kg/m3), content of binders: cement and supplementary cementitious materials (slag, FA, and SF) (unit kg/m3), w/b ratio, amount of 
total aggregate (unit kg/m3), content of chemical additives: plasticizer, superplasticizer, and air-entraining agent (AEA) in (% by 
binder wt.). The hardened concrete property test includes test results of compressive strength (unit MPa) and non-steady-state 
migration coefficients (unit of x10− 12 m2/s) performed at different maturity ages. All the concrete in the dataset was cured at the 
age of 28 days. 

As presented in Table 1, the dataset only includes two concrete property tests: compressive strength and non-steady-state migration 
coefficient. The first describes the quality of the concrete from a strength standpoint, while the second describes the durability 
standpoint. Based on the value of the non-steady-state migration coefficient, the concrete’s resistance to chloride ion penetration can 
be classified as given in Table 2. 

4.2. Pipeline 

The pipeline of the models is shown in Fig. 2. Obtaining the dataset containing information on the concrete constituents and 
proportions, compressive strength and the chloride migration coefficient, which describes the concrete’s resistance to chloride attack. 
Then comes data preprocessing, which is the most important step in developing machine learning models, since data from real-world 
scenarios is generally noisy, contains missing values, and may even be in an unusable format that cannot be used directly in a machine 
learning model. To make the data suitable for a machine learning model, a variety of activities are typically performed during data 
processing, including missing data processing, outlier detection and treatment, data encoding, and splitting the dataset into a training 
and test dataset. The next step is performing model training with appropriate learning algorithms using the training dataset. The 
models’ performance is then evaluated using a test dataset that the models have not seen before. The process of training and testing the 
model is repeated until the best results are obtained by optimizing the hyperparameters. The model development process is carried out 
by writing code in Python in the Jupyter notebook environment, which is an open-source web application that provides an interactive 
computing environment for creating, executing, and visualizing interactive data offers in a variety of programming languages. 

4.3. Data preprocessing 

Data preprocessing is a crucial step in the development of any machine learning-based models. Missing data processing, outlier 
detection and handling, data encoding, data normalization, and data partitioning are among the common tasks of data preprocessing. 
All the data preprocessing tasks applied in this work are detailed in the following subsections. 

Table 2 
Concrete chloride penetration resistance classification criteria [37].  

Dnssm (x10− 12 m2/s) Chloride Penetration Resistance of Concrete 

>15 Low 
10–15 Moderate 
5–10 High 
2.5–5 Very high 
<2.5 Extremely high  
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4.3.1. Missing data processing 
One of the most important components to improving the predictive accuracy of a data-driven model is the quality of the input data. 

Missing data is defined as values that do not exist in the given dataset for some features. It reduces the predictive ability of machine 
learning models and causes the model to become biased, and it is a problem affecting almost all scientific fields. For this study, all 
instances (but not the features) that contained missing values were removed from the dataset. 

4.3.2. Outlier detection and handling 
Outliers are unusual observations that are extremely distant from the rest of the population. Any data-driven model development 

process should include outlier detection and handling, since the performance of the model depends on the quality of the data. In this 
work, Mahalanobis Distance (MD) approach is used to detect multivariant outliers. This method is a widely used distance measure in 
multivariate space that accounts for the mean and covariance of the data and returns larger distances for observations that deviate 
from the mean in directions of less covariance. To identify multivariate outliers using MD, it is necessary to compare the Mahalanobis 
distance to a threshold value obtained from the chi-square distribution. Any instance is considered a multivariate outlier in this work if 
the probability associated with its Mahalanobis distance is 0.001 or less. Five instances were found to be outliers and discarded from 
the dataset. The MD between two objects XA and XB as well as the MD from each observation to the data center can be calculated by 
Equations (5) and (6) [58], respectively. 

d =
[
(XB − XA)

T
.C− 1.(XB − XA)

]0.5 (5)  

di =
[
(Xi − X)T

.C− 1.(Xi − X)
]0.5

, (6)  

where C is the covariance matrix of the sample, Xi is an object vector, and X is an arithmetic mean vector. 

Fig. 2. Pipeline of the models.  
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4.3.3. Data partitioning 
Typically, training/test partitioning involves partitioning the data into a training and a test dataset in a specific ratio. The training 

dataset is used to train the model, while the test dataset is used to evaluate the fitted model’s predictive performance on data it has 
never seen before. In this work, the data are randomly divided into two parts: 80% and 20%. Eighty percent of the data is used to train 
the models, and twenty percent of the dataset is used to test the performance of the models. The reason for the random 80/20 split ratio 
is to strike a balance between overfitting and underfitting. By using 80% of the data for training, the model can learn from an ample 
amount of data, while still leaving a sufficient amount of data for testing and evaluating how well the model generalizes to new data 
that it hasn’t seen during training. 

4.4. Data after preprocessing 

Table 3 displays descriptive statistics for the preprocessed datasets of numeric input features used to train and validate the models. 
It can be noted that the final dataset has 76 observations. In this dataset, the w/b of the concrete ranged from 0.3 to 0.6. The cement 
content varies from 217 to 525 kg/m3. The amount of SCMs fly ash, and silica fume used to partially replace Portland cement reached 
up to 216 kg/m3 and 60 kg/m3, respectively. The wide range of ingredient amounts confirms the dataset’s inclusion of various types of 
concrete. The feature slag is not present in the cleaned dataset, as shown in Table 3. This is because the number of instances where slag 
was used as a partial replacement for cement was small, all instances with slag and the feature slag itself were removed from the 
dataset. The distribution of the target features, compressive strength and Dnssm, is shown in Fig. 3. It can be seen that the dataset covers 
a wide range of compressive strength (21–80 MPa) and Dnssm (1.57–31.30 × 10− 12 m2/s). 

Despite the fact that a variety of non-numerical factors influence the properties of concrete in both direct and indirect ways, the 
only non-numerical component present in the raw dataset taken into consideration in this work is cement type. As with slag, when 
instances with missing values and outliers were removed from the dataset, only few types of cement remained. However, with the 
exception of CEM I (Portland cement), the number of observations was insignificant, retaining them in the data can cause a bias in 
model training, and thus all instances in which their cement types other than CEM I have been removed from the dataset. For this 
reason, the feature “Cement types” is no longer available in the preprocessed dataset. 

Fig. 4 depicts the Pearson correlation coefficients between all possible features to aid in understanding the dependency between the 
features under consideration. It is the most commonly used metric for determining a linear relationship between two features that are 
measured on the same interval or ratio scale. Pearson coefficients range from +1 to − 1, with +1 indicating a total positive correlation, 
− 1 indicating a total negative correlation, and 0 indicating no correlation [59]. As shown in Fig. 4, some features, such as the w/b ratio 
and Dnssm, show positive strong correlations. There are also features with insignificant correlation, meaning the Pearson coefficient is 
less than 0.05, denoted by X. 

4.5. Model training and evaluation 

In this work, the model training activity takes into account two scenarios: Scenario 1 and 2. Both scenarios use the same decision 
tree ensemble methods, namely Bagging, random forest, AdaBoost, Gradient Boosting, and XGBoost. The only deference is the use of 
hyperparameters. Scenario 1 uses the default hyperparameter settings. Scenario 2 uses selected hyperparameters for each learning 
algorithms identified by training single-target models. The aim of this scenario is to investigate the effect of the identified hyper-
parameters based on single-target models on the performance of multitarget models. To realize this scenario, first, single-target models 
are trained with concrete mix ingredients as input features and compressive strength as a target feature. The hyperparameters of the 
adopted algorithms are then optimized using a grid search method, which performs an exhaustive search through a manually defined 
subset of a learning algorithm’s hyperparameter space. The grid search was guided by k-fold cross-validation method. The value of k 
has a substantial impact on computation time, particularly when a grid search technique is used. After doing a sensitivity analysis on a 
range of values, it was found that a k value of 5 strikes a good balance between computational cost and a low bias in assessing model 
performance. Hence, 5-fold cross-validation coupled with grid search were employed to identify the optimal hyperparameters for each 
model. The hyperparameters with the highest prediction accuracy were then used to fit the multitarget regression, with compressive 
strength and Dnssm as target features. Table 4 summarizes all of the considered hyperparameters, as well as their grid search ranges and 
the identified optimal hyperparameters with their description. 

The validity of any machine learning model must be assessed using a test dataset derived from the original data but not included in 
the training dataset. This is because the models can contain errors due to high bias and variance during training. High bias can lead to 
underfitting as the algorithm misses the relevant connection between the input and the target features. High variance can lead to 

Table 3 
Descriptive statistics of the preprocessed dataset’s input features.   

w/b Water Cement Fly ash Silica fume Total aggregate Plasticizer Superplasticizer Air entraining 

count 76 76 76 76 76 76 76 76 76 
mean 0.42 172.09 384.14 26.24 7.26 1563.90 0.12 0.47 0.24 
std 0.06 21.10 75.45 51.32 16.31 276.55 0.30 0.41 0.89 
min 0.30 122.50 217.00 0.00 0.00 839.00 0.00 0.00 0.00 
25% 0.35 158.00 323.75 0.00 0.00 1376.77 0.00 0.00 0.00 
50% 0.41 171.00 383.00 0.00 0.00 1615.00 0.00 0.54 0.00 
75% 0.45 189.00 450.00 13.50 0.00 1810.75 0.00 0.73 0.00 
max 0.60 217.00 525.00 216.00 60.00 1950.00 0.89 1.56 5.80  
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overfitting, causing the algorithm to model the random noise in the training dataset rather than the expected outputs [20]. The 
performance of all trained models was evaluated using the metrics of mean-absolute error (MAE), mean-square error (MSE), and 
root-mean-square error (RMSE) on unseen data. These metrics are the most widely used to evaluate the performance of regression 
models [60]. 

MAE is an average of the absolute errors (the difference between the actual and the predicted value), as in Equation (7) and is 
measured in the same units as the target feature. MAE is also known as the absolute loss. 

MAE=
1
n
∑n

i=1
|yi − ŷi| (7) 

MSE is the most commonly used loss function in regression models. It is computed by averaging the squared difference between the 
actual and predicted values, as specified by Equation (8). 

MSE=
1
n

∑n

i=1
(yi − ŷi)

2 (8) 

RMSE is equal to the square root of the MSE. Sometimes it is preferred over MSE because MSE values are harder to understand due 
to the squaring effect. This is especially true when the target represents values in units of measurement. The RMSE is computed using 

Fig. 3. Distribution of the target features.  

Fig. 4. Correlation plot showing the Pearson correlation of the features.  
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Equation (9). 

RMSE=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n

∑n

i=1
(yi − ŷi)

2

√

=
̅̅̅̅̅̅̅̅̅̅
MSE

√
(9)  

where n is the number of observations, yi is the actual target value, ŷi is the predicted output value. 

5. Results and discussion 

The performance of all the trained models on test dataset is evaluated using the statistical measures, namely MAE, MSE, and RMSE, 
and the results are presented in Table 5. The smaller these statistical errors, the better the model performs. After carefully examining 
the statistical measures of each learning algorithm, the best performing models that predict the compressive strength or Dnssm from 
each scenario are identified. Except for the prediction of compressive strength in Scenario 2, the Gradient boosting algorithm produces 
the best results almost in all conditions. The best performing models among all the choices are highlighted in green, while the second 
best are highlighted in dark yellow. The XGBoost algorithm predicts compressive strength best with test errors of (MAE = 6.264, MSE 
= 73.890, and RMSE = 8.596), and Dnssm Gradient Boosting performs best with (MAE = 1.363, MSE = 3.712, and RMSE = 1.927). 

The residuals of the best performing models predicting compressive strength and Dnssm from both scenarios are shown in Fig. 5 as 
violin plots. The plots show the distribution of the residuals smoothed with kernel density curves that allow easy comparison. A small 
boxplot is located in the center of each density curve. The box portion of the boxplot defines the 25th and 75th percentiles. The 25th 
percentile is the value at which 25% of the data values are less than this value. The middle 50% of the data values fall between the 25th 
and 75th percentiles, and this range is known as the interquartile range (IQR). The lines extending parallel from the boxes are known as 
whiskers, and they are used to indicate variability outside the 25th and 75th percentiles. Whiskers are typically extended to 1.5 times 
the IQR. The IQR of Scenario 1 of the compressive strength is smaller than that of Scenario 1. Though the 50th percentile of the re-
siduals in Scenario 1 is lower than those in Scenario 2, the median residual in Scenario 2 are significantly lower, almost zero, when 

Table 4 
Description of the considered range of hyperparameters with the optimal ones.  

Learning 
algorithms 

Hyperparameters Grid search ranges Optimal 
hyperparameters 

Description of the hyperparameters 

Bagging n_estimators [50,100,200] 50 The number of base estimators in the ensemble. 
max_features [1,2,4,6,8] 8 The number of features to draw from the training input 

samples to train each base estimator. 
max_samples [0.5,0.1] 0.5 The number of samples to draw from the training input 

samples to train each base estimator. 
bootstrap [True, False] True Whether samples are drawn with replacement. 
bootstrap_features [True, False] False Whether features are drawn with replacement. 

Random forests bootstrap [True] True Whether bootstrap samples are used when building trees. 
max_depth [80, 90, 100, 110] 110 The maximum depth of the tree. 
max_features [’auto’, ‘sqrt’, ‘log2’] log2 The number of features to consider when looking for the best 

split. 
min_samples_leaf [3–5] 3 The minimum number of samples required to be at a leaf 

node. 
min_samples_split [8,10,12] 8 The minimum number of samples required to split an internal 

node. 
n_estimators [100, 200, 300, 1000] 300 The number of trees in the forest. 

AdaBoost learning_rate [0.05,0.1,0.2,0.6,0.8,1] 1 Weight applied to each regressor at each boosting iteration. 
n_estimators [50,60,100] 100 The maximum number of estimators at which boosting is 

terminated. 
loss [’linear’, ‘square’, 

‘exponential’] 
linear The loss function to use when updating the weights after each 

boosting iteration. 

Gradient 
boosting 

max_depth [3,5–7] 0.1 Maximum depth of the individual regression estimators. 
max_features [’auto’, ‘sqrt’, ‘log2’] sqrt The number of features to consider when looking for the best 

split. 
min_samples_split [2,3,10] 10 The minimum number of samples required to split an internal 

node. 
min_samples_leaf [1,3,10] 1 The minimum number of samples required to be at a leaf 

node. 
learning_rate [0.05,0.1,0.2] 0.1 Shrinks the contribution of each tree. 
n_estimators [10,30,50,70] 50 The number of boosting stages to perform. 

XGBoost n_estimators [20, 50, 100, 300,500] 50 Number of gradient boosted trees. 
max_depth [2,4,6,8,10] 2 Maximum depth of a tree. 
gamma [0.0001, 0.001, 0.01] 0.0001 Minimum loss reduction required to make a further partition 

on a leaf node of the tree. 
learning_rate [0.001, 0.01, 0.1, 0.3] 0.1 Step size shrinkage used in update to prevents overfitting. 
booster [’gbtree’] gbtree The type of booster.  
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compared to Scenario 1. This indicating it is superiority. In the case of Dnssm, it is noticeable that the median of Scenario 2 is smaller 
than Scenario 1. From a distribution standpoint, both scenarios of models that predict compressive strength have nearly identical 
distributions. However, in the case of Dnssm, the width of the probability density curve of Scenario 1 around the upper whisker area is 
wider. This means that residuals occur more frequently in this area, confirming that the model under Scenario 1 is less superior. 

According to statistical evidence, the XGBoost and Gradient boosting algorithms best predict compressive strength and Dnssm. 
Nonetheless, unlike separate single-target models, this work aims to optimize concrete mixes that yield the desired properties of 

Table 5 
Statistical validation metrics of the models. 

Fig. 5. Residual distribution of best-performing models: a) compressive Strength, (b) Dnssm.  

Fig. 6. RMSE of the models: (a) compressive strength, (b) Dnssm.  
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compressive strength and chloride resistance while simultaneously using these properties as multitarget features; thus, identifying a 
single best algorithm is critical. For this purpose, RMSE and MAE of each algorithm used to predict compressive strength and Dnssm of 
concrete in both scenarios are presented using radar plots in Figs. 6 and 7. The best algorithms have the lowest RMSE and MAE. As 
illustrated in the figures the Gradient boosting algorithm outperforms all other algorithms except for compressive strength prediction 
in Scenario 2, where it ranks in second next to XGBoost. As a result, the Gradient boosting algorithm could be used to optimize the 
concrete mix in order to produce concrete with the desired strength and chloride resistance. 

Besides choosing the best performing algorithm, it is of paramount importance to identify the best modeling strategy between the 
two, Scenario 1 or Scenario 2. It can be seen from Figs. 6 and 7 that the RMSE and MAE of all algorithms that predict the Dnssm from 
Scenario 2 are noticeably lower than those from Scenario 1. In terms of compressive strength, most Scenario 2 learning algorithms 
outperform Scenario 1. This corroborates that the Scenario 2 modelling strategy is the best approach for accurately predicting 
compressive strength and Dnssm of concrete, thereby assisting in the optimization of concrete mix ingredients. This scenario first 
identifies optimal hyperparameters based on single-target models, then trains multitarget models with compressive strength and Dnssm 
as target features using the identified hyperparameters. 

Among the five algorithms used, the Gradient boosting algorithm produced the best results, and from the two scenarios of 
modelling strategy considered, Scenario 2 appears to be the best, so the Gradient boosting algorithm of Scenario 2 can be chosen as the 
final compressive strength and Dnssm prediction model. As proofed by the statistical measurements, the performance of the model is 
quite remarkable, given that the datasets contain a small number of observations with different types of mix proportions, obtaining a 
wide range of strength and chloride resistance properties. As a result, it is possible to design optimal concrete mixes that meet the 
desired strength and resistance to chloride attack. 

The performance ranking 1 to 5 (1 = top performer and 5 = least performer) of all the adopted learning algorithms is illustrated in 
Fig. 8. The ranking is based solely on prediction accuracy because the size of the dataset is small and including computational effort in 
the performance ranking makes no sense. It can be noticed that the ranking of all the algorithms in the case of compressive strength 
differs from Scenario 1 to Scenario 2. Gradient boosting, for example, ranks first in Scenario 1 but second in Scenario 2. AdaBoost ranks 
fifth (worst) in Scenario 1, but fourth in Scenario 2. In contrast to algorithms that predict compressive strength, the ranking of all 
algorithms that predict Dnssm obtained the same ranking in both scenarios. It is also worth noting that the Gradient boosting algo-
rithm’s high performance in predicting compressive strength and Dnssm does not imply that this algorithm is always the best. The 
performance may differ if the dataset is changed, so it is always worthwhile to compare different algorithms for the best results. 

Compared to the conventional method, the machine learning-based model proposed in this work eliminates the need for error- 
prone and complicated analytical models. As a result, it reduces the requirement for time-consuming and resource-intensive labora-
tory tests. In addition, concrete design engineers do not need to possess extensive knowledge or experience in concrete science to use 
the proposed model. Moreover, the rapid delivery of results makes it a more appealing option than the traditional method. All of these 
factors, along with the model’s anticipated economic impacts, will render the developed model highly valuable. 

The limitation of this work could be attributed to the absence of extensive datasets and other features such as aggregate type, 
slump, various types of cement, and SCMs that could provide insights into the properties of concrete. The model’s applicability is thus 
limited to a certain range of concrete types since it performs best when the input features fall within a specific range. This means that 
the model may not perform well for a wider range of concrete compositions beyond the input range it was trained on. To make the 
model universally applicable, it is necessary to expand the dataset to include a greater variety of concrete mixes, each with different 
ingredients and their fundamental properties. This would allow the model to learn from a more diverse set of data and be better 
equipped to handle a wider range of concrete compositions. 

One way to obtain additional data is by collecting it from previously published studies, as was done in this work. However, col-
lecting data from published studies presented some challenges. These included dealing with multiple measurement units, missing 
features, and varying methods of presenting data. In order to obtain comprehensive and accurate data, all of the collected information 
had to be translated into appropriate units and formats, which was a time-consuming and meticulous process. To address this issue, an 
open data exchange platform could be developed, allowing the scientific and concrete communities to share data in a standardized 
format. This would streamline the data collection process and make it easier to obtain a larger and more diverse dataset, ultimately 
leading to more robust and accurate models. The dataset used in this work is included as supplementary materials in this article. 

6. Conclusions 

In this work, single multitarget models were developed that use five tree-based machine learning algorithms to predict compressive 
strength and non-steady-state migration coefficient of concrete. Two scenarios were considered in the development of five models: 
Scenario 1 utilized the default hyperparameter settings, while Scenario 2 employed hyperparameters chosen from among those 
identified through training single-target models. The key findings from this research are as follows.  

• Performance: The assessment outcomes validated that Gradient boosting was the most effective algorithm out of all the algorithms 
assessed, and Scenario 2 was the optimal modeling approach. It predicts compressive strength with (MAE = 6.683, MSE = 83.369, 
and RMSE = 9.131) and Dnssm with (MAE = 1.363, MSE = 3.712, and RMSE = 1.927).  

• Implication: The high generalizability of the model corroborates its usefulness in designing optimal concrete mixes that meet the 
desired strength and resistance to chloride attack. Compared to traditional methods, it is more efficient, eliminating the need for 
multiple lab tests and saving time, money, and resources. 
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• Ease of use: The models are also simple to use and allow anyone to quickly produce the optimal concrete mixes without needing any 
prior knowledge or experience in concrete science.  

• Adoptability: The model development strategy utilized can be replicated to carry out similar scientific investigations not only in the 
field of concrete science but also in other domains.  

• Limitation: The study’s limitation stems from the inadequate availability of comprehensive datasets and other features that could 
depict a vast array of concrete properties, constraining its practicality. 
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