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A B S T R A C T   

The resistance of concrete to chloride penetration determines the durability and service life of 
reinforced concrete building structures in coastal or chloride-laden environments. This work 
adopted five machine learning algorithms, naïve bayes, k-nearest neighbors, decision trees, 
support vector machine, and random forests, to predict the chloride resistance level of concrete 
based on its ingredients, considering two scenarios. The first scenario considers all features 
describing the mix components, whereas the second scenario considers only a subset of the 
features. All models are validated by performing intensive evaluation matrices using unseen data. 
The validation results confirm that the developed models predict the level of chloride resistance 
of concrete with high accuracy. Of all the algorithms, the support vector machine performed best, 
with 89% and 88% accuracy in the first and second scenarios, respectively.   

1. Introduction 

Concrete is a popular building material in the coastal region, as evidenced by the large number of coastal buildings, or structures on 
or near the coast. The development and utilization of coastal regions has increased significantly in recent decades, allowing for an 
increase in economic activity and employment opportunities, which leads to an increase in the human population along the coastal 
regions. According to the United Nations, approximately 40% of the world’s population lived within 100 km of the coast in 2017 [1]. 
This figure is expected to rise as the trend of population growth and migration from inland to coastal areas continues, increasing the 
demand for residential and office buildings in the coastal region. Concrete will continue to be used in coastal construction because it is 
abundant, resilient, durable, and affordable, and it can be used in an infinite number of ways. 

Although concrete is a durable building material, coastal buildings or even non-coastal buildings subjected to deicing salts, such as 
parking lots, can suffer from chloride attack. In coastal areas, marine aerosol, produced by the rupture of small bubbles on the sea 
surface and carried far inland by the wind, is the main source of chloride, which attacks the concrete structure [2]. Deicing salts, which 
are used to melt ice on roads during the winter, are a source of chloride that attacks concrete in non-coastal areas. According to 
Ref. [3], chloride from deicing salt was detected as high as the 60th floor of a reinforced concrete building structure located 1.9 km 
from a busy highway. 

The penetration of chloride ions into the pores of concrete plays a crucial role in the physical and chemical processes associated 
with the deterioration of the microstructure of concrete and the corrosion of reinforcing bars in concrete. Despite the fact that concrete 
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is typically alkaline, with a pore solution pH of 12–13, it passivates the embedded rebars and prevents corrosion. Nevertheless, 
depassivation occurs when the chloride concentration at the reinforcement bar reaches a certain level, causing corrosion to initiate and 
ultimately resulting in a significant reduction in the serviceability, safety, and economy of the coastal structures [2,4]. Hence, un
derstanding the chloride transport process is critical to extending the lifespan of structures in coastal environments. The transport of 
chloride ions in concrete, on the other hand, is a complex physicochemical process involving various transport mechanisms such as 
diffusion, capillary suction, and permeation [5–7]. This process is simplified by assuming that diffusion is the primary mechanism for 
chloride transport into the concrete medium. Fick’s second law of diffusion, which assumes a constant diffusion coefficient, is a 
universally applicable mathematical model for determining non-steady state diffusion, as represented by Equation (1). 

∂C(x, t)
∂t

=D
∂2C(x, t)

∂x2 (1)  

where C(x, t) denotes the chloride content at depth x and time t, D denotes the diffusion coefficient of chloride. 
The chloride ion diffusion coefficient, D, is defined as the transfer rate of chloride ions across a unit area of a concrete section 

divided by the concentration gradient in space at the section. Because it is the primary durability indicator, several service-life pre
diction models, such as Life-365 [8] and DuraCrete [9], rely on its value to assess the service life of a specific coastal concrete building 
and to devise a cost-effective maintenance strategy. Concrete chloride diffusion coefficient is typically determined in a laboratory using 
various test procedures such as ASTM C1556–11 [10], NT Build 443 [11] and NT Build 492 [12]. Unlike the other tests, the Nordic 
standard NT Build 492 [12] test is completed in a relatively short period of time, making it a widely accepted test method. This test 
method is based on the migration of chloride ions into previously vacuum saturated concrete samples in anolyte solution (0.3 M NaOH) 
using an external electrical voltage (30 V DC) set between 10 and 60 V according to the electrical current in the scheme. The applied 
electrical potential causes chloride ions from a 10% NaCl solution (catholyte) to migrate into the concrete samples. After a certain 
amount of time, the samples are split axially and a silver nitrate solution (AgNO3) is sprayed onto the freshly fractured surface, where 
reacts with chloride ions on contact to form white insoluble silver chloride. This allows for the measurement of chloride penetration 
depths at 10 mm intervals across the cleaved surface, giving 5 to 7 valid depth readings [12,13]. As a representative value, the average 
of the chloride depths is used. After determining the chloride depth, the chloride migration coefficient is calculated using Equation (2) 
[12]. The diffusion coefficient determined by this method is called the “non-steady-state migration coefficient” or Dnssm (also in this 
study) to distinguish it from other diffusion tests. 

Dnssm =
0.0239(273 + T)L

(U − 2)t

(

xd − 0.0238
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(273 + T)L.xd

U − 2

√ )

(2)  

where Dnssm is the non-steady-state migration coefficient, ⋅10− 12 m2/s; U is the absolute value of the applied voltage (V); T is the 
average initial and final temperatures in the anolyte solution (◦C); L is the specimen’s thickness (mm); xd is the average penetration 
depths value (mm); t is the test duration (h). 

One of the key aspects of the durability design approach that extends the service life of the concrete structures exposed to a coastal 
or chloride-laden environment is to limit the movement of chloride ions into the concrete. This can be accomplished by designing the 
best combination of concrete mix ingredients capable of resisting chloride ion penetration for the intended service life and exposure 
conditions. In fact, designing the optimal mix ratio of sustainable concrete that meets the desired chloride resistance properties while 
using the least amount of cement is often challenging. This is mainly due to the rapid increase in the use of various supplementary 
cementitious materials (SCMs) (such as natural pozzolan, recycled ground glass pozzolan), and several industrial by-products (such as 
fly ash (FA), ground granulated blast furnace slag (GGBFS), and silica fume (SF)). In order to determine if the designed concrete 
achieves the desired level of chloride penetration resistance, a number of test concrete samples must be prepared and tested in a 
laboratory using specific test methods, usually NT Build 492. Even though this test method yields quick results, it is typically performed 
28 days after the concrete samples are prepared. If the first attempt is unsuccessful, the entire process will be repeated, which will take 
more time and resources. As a result, experimentally determining the chloride resistance level of concrete for each project is difficult 
due to the high cost, time and resources involved. Therefore, a reliable, fast, uncomplicated, and cost-effective method to predict the 
level of the chloride penetration resistance of concrete with fewer processes is of paramount importance. 

The development of a reliable and uncomplicated physically based method for predicting the chloride resistance level of concrete, 
which considers all influencing parameters is undoubtedly a complicated task, since the chloride permeability property of concrete is a 
function of numerous parameters that are mathematically complex to represent without considering several assumptions and sim
plifications. To counteract these issues, developing an artificial intelligence (AI)-driven system using state-of-the-art machine learning 
(ML) algorithms is a better alternative as they can solve complex problems involving many features without making assumptions. 

The aim of this work is to provide a reliable method for ensuring the durability and service life of reinforced concrete buildings in 
coastal areas or those exposed to chloride-laden environments with minimal or even without the need for time-consuming and 
resource-intensive laboratory tests of chloride diffusion tests. The objectives are twofold: i) devising a machine learning based 
approach for predicting the degree of resistance of concrete to chloride penetration for the durability design and service-life assessment 
of chloride-exposed reinforced concrete buildings, and ii) investigating the importance of concrete mix components in predicting the 
resistance of concrete to chloride penetration and contributing to a better understanding of the durability and service life of reinforced 
concrete buildings in coastal region or subjected to chloride-loaded environments. 
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2. Related work 

Obviously, a rapid and resource-efficient assessment of concrete’s resistance to chloride penetration is critical to the durability of 
reinforced concrete structures exposed to the coastal environment and deicing salt. In this regard, there have been few studies that 
have used machine learning to predict the level of resistance to chloride penetration of concrete for specific types of concrete without 
the use of time-consuming and resource-intensive laboratory test procedures. For example, Marks et al. [14] adopted 20 machine 
learning algorithms to predict the degree of resistance to chloride penetration in concrete modified with high calcium fly ash (HCFA). 
The algorithms can be grouped into three types: i) Bayesian, ii) tree, and iii) rule. Cement content, fly ash with a high calcium content, 
water content, and specific surface of fly ash were used as predictors. The J48, a tree-based algorithm, performed best. Another 
relevant study conducted by Marks et al. [15] used the J48 algorithm to predict the chloride migration resistance level of concrete 
modified with circulating fluidized bed combustion (CFBC). They utilize cement content, fluidized fly ash obtained from two different 
sources, water content, air content, and compressive strength as predictors. According to the authors, the algorithm was suitable for 
classifying the degree of resistance of the concrete to chloride penetration. In addition to reporting the J48 algorithms’ prediction 
ability, both studies [14,15] reported that the rules generated by the algorithm aid in evaluating the effect of the mix components in 
controlling the resistance of the concrete to chloride penetration. 

Indeed, there have been studies that demonstrate the potential of machine learning algorithms to predict the diffusion coefficient of 
concrete [16–19] ultimately assisting in classifying the degree of resistance of the concrete to chloride penetration. For instance, 
artificial neural networks (ANNs) was used by Hodhod and Ahmed [16] to predict the chloride diffusivity of high-performance 
concrete (HPC). The four input parameters used in the model were cement content, water-to-binder (w/b) ratio, FA or GGBFS con
tent, and age of cure. Based on the performance evaluation, the authors reported that the model predicted the chloride diffusion 
coefficient with high degree of accuracy. It also overcame the disadvantage of a lengthy laboratory testing period, making it a 
powerful, quick, and low-cost alternative for determining the chloride diffusivity of HPC. Yao et al. [17] describes the use of a 
backpropagation (BP) neural network and the particle swarm optimization (PSO) on the BP neural network to predict chloride 
penetration into concrete. The experimental concrete samples were produced using a variety of mineral admixtures (such as GGBS, FA, 
and SF). They use eight input layers for the network, representing the w/b ratio, the content of all binders, fine and coarse aggregates, 
and the age of cure. The authors claimed that the PSO-BP neural network outperforms the BP neural network in terms of prediction and 
is therefore an effective method for evaluating lifespan prediction for concrete structures. Hoang et al. [18] proposed multivariate 
adaptive regression splines (MARS) and multi-gene genetic programming (MGGP) to predict chloride diffusion in cement mortar. After 
comparing the performance of the models to that of ANN and least squares support vector regression (LSSVR), the authors concluded 
that the models outperformed them. Indeed, both MGGP and MARS can aid in the development of modelling equations with desirable 
prediction accuracy. In addition, they could help to the discovery of important parameters that control the diffusion of chloride ions in 
cement mortar. The authors also reported that the predictive equations generated by MARS and MGGP can aid decision makers during 
the design phase of concrete structures used in marine environments. In a study by Delgado et al. [19], ANN was used to predict the 
diffusion coefficient and chloride penetration of concrete samples under drying–wetting cycle conditions. Predictors include cement 
type, w/c, mineral additive type, age of cure, and number of drying-wetting cycles. According to the authors, the developed model 
maps the relationship between the considered predictor variables and thus accurately predicts both parameters. 

3. Research significance 

The attempted machine learning methods for predicting the level of resistance to chloride penetration and the chloride diffusion 
coefficient of concrete have yielded promising results. However, these methods have some limitations, which are listed as follows. i) all 
the models predict the chloride transport properties of certain types of concrete such as HPC, self-compacting concrete (SCC), normal 
weight concrete (NWC), and cement mortar. This is because the experimental data used to develop each model lacked a diverse range 
of concrete types. As a result, the models are not universally applicable. ii) most of previous works failed to consider all the parameters 
describing the properties of the ingredients. The transport of chlorides into the concrete pores is well known to be governed by the 
concrete microstructure, which is enormously complex and strongly influenced by the nature of the mix components and ratios. iii) 
only a few types of machine learning algorithms have been tested. Examining other types of machine learning algorithms is also 
important because the relative predictive power of any algorithm is determined primarily by the specifics of the problems being 
considered. Without experimentation, it is impossible to identify the powerful algorithms that might excel for a given problem. 

The previously proposed models may fit the experimental data employed in their work, but they are unlikely to predict the level of 
concrete’s resistance to chloride penetration or the chloride diffusion coefficient of concrete based on data from other experiment, 
resulting in inaccurate durability and service life assessments for reinforced concrete structures. All influencing parameters that govern 
the microstructure of various types of concrete must be taken into account in order to develop a reliable and universal model. 
Furthermore, many types of machine learning algorithms are to be experimented. To address the identified shortcomings, this study 
included a number of machine learning techniques that had not been previously used, as well as a large amount of data that included a 
variety of concrete types. In this study, significant optimization approaches are also used to improve the performance of the models 
that predict the level of chloride resistance of concrete. The subsequent section provides a detailed explanation of the algorithms used. 
The dataset and the applied optimization strategies are described in detail in Section 5. 

4. Machine learning 

Machine learning is a branch of artificial intelligence that involves the designing and implementing algorithms for recognizing 
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complicated patterns in data and make sensible decisions [20]. It has helped improve productivity across a wide of services and sectors. 
Although the use of machine learning in the building and infrastructure engineering sector is still in its infancy, its application has 
increased in recent years to solve several problems such as concrete durability [21–24], and geotechnics [25–27]. 

A machine learning method that maps an input to an output based on input-output pairs is called supervised learning. This type of 
learning can be divided into two categories based on the nature of the desired outcome (target feature): classification and regression. 
Classification is a type of supervised learning in which the target feature is represented by a finite set of discrete values. Regression, on 
the other hand, refers to situations where the value of the target feature is continuous. This work focuses on classification learning as it 
aims to predict the resistance class of concrete to chloride penetration. A machine learning classifier addresses the general problem of 
finding an approximation F̂ of an unknown function F defined from an input space Ω onto an unordered set of classes {w1,…,wk},

given a training set: T = {(xp, yp = F(xp)}
P
p=1⊂Ω × {w1,…,wk}. 

In this study, five commonly used classification algorithms that can handle multiclass classification tasks. These are: Naïve Bayes, 
K-Nearest Neighbors, Support Vector Machine, Decision Trees, and Random Forests. The following sections explain their basic 
principle. 

4.1. Naïve bayes 

The naïve bayes (NB) algorithm is a simple multiclass linear classification algorithm based on Bayes’ theorem. It is a classic example 
of how generative assumptions and parameter estimations can help to simplify the learning process. Consider the problem of predicting 
a label y ∈ {0,1} based on a vector of features X = (x1,…,xd), where each xi is in {0,1}. Recall that the Bayes optimal classifier is given 
by Equation (3) [28]. 

hBayes(X)= argmaxy∈{0,1}P[Y = y|X =X]. (3) 

To define the probability function P[Y= y|X= X] 2d parameters are needed, each of which corresponds to P[Y= 1|X= X] for a 
given value of X ∈ {0,1}d. This means that the number of examples required grows exponentially with the number of features 
increases. 

The NB approach naively assumes that each input feature is independent and ignores all possible correlations between features. 
That is, as expressed in Equation (4), changing the value of one feature does not directly affect the value of any of the other features 
used in the algorithm. 

P[X =X |Y = y] =
∏d

i=1
P[Xi = xi |Y = y]. (4) 

With this assumption and the Bayes rule, the Bayes optimal classifier can be simplified even further, as shown in Equation (5), by 
significantly reducing the number of features to be learned. 

hBayes(X)= argmaxy∈{0,1}P[Y = y|X =X]

= argmaxy∈{0,1}P[Y = y]P[X =X|Y = y]

= argmaxy∈{0,1}P[Y = y]
∏d

i=1
P[Xi = xi |Y = y]. (5)  

4.2. K-nearest neighbors 

K-nearest neighbors (KNN) algorithms are among the most fundamental machine learning algorithms. The logic behind such a 
technique is based on the assumption that the features used to describe domain points are so relevant to their labels that neighboring 
points are likely to have the same label [28]. 

Let’s assume that the instance domain, X, has a metric function ρ. In other words, a function ρ : X × X → R calculates the distance 

between any two X elements. For instance, if X = Rd then ρ can be the Euclidean distance, ρ(X,X
′

) = X − X
′

=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑d

i=1
(xi − x′

i)
2

√

. 

Let S = (X1, y1), ..., (Xm , ym) represent a series of training instances. For each X ∈ X, let π1(X), ..., πm (X) be a reordering of {1,
...,m} based on their distance to X, ρ(X,Xi ). That is, for all i < m, 

ρ
(
X,Xπi(X)

)
≤ ρ

(
X,Xπi+1(X)

)
. (6) 

The KNN rule for binary classification for a number k is defined as: input of a training sample S = (X1,y1),...,(Xm,ym), and output for 
every point X ∈ X, return the majority label among {yπi(X) : i≤ k}. When k = 1, the 1-NN rule is hs(X) = yπ1 (x). 

4.3. Support vector machine 

The support vector machine (SVM) works by determining the optimal hyperplane that maximizes the margin between two classes 
by dividing the data into points into separate classes as far apart as possible. Fig. 1 shows a representation of SVM obtaining the 
decision boundary (a line separating classes) for the classification of two separable groups. In two dimensions, the decision boundary 
can be defined by all pairs of points (x1, x2) for which b1x1 + x1b2 is a constant, with fixed coefficients b1 and b2. This can be written as 
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b0 + b1x1 + x1b2 = 0, where the coefficient b0 is the negative constant. In fact, based on the coefficient values, there could be an infinite 
number of possible lines. 

At higher dimensions, the condition expressed in Equation (7) defines a hyperplane (decision plane) [29]. 

b0 + bT x = 0 (7) 

Suppose we have a training data set of n objects in the r-dimensional space, i.e., the vectors (points) x1,…,xn. In the case of two- 
classes, we have the class membership information for each object, i.e., given by values yi which are, for instance, either − 1 (first class) 
or +1 (second class), for i = 1, ...,n. If the two classes are linearly separable, the hyperplane expressed in Equation (8) gives a perfect 
group separation: 

yi
(
b0 + bT xi

)
> 0 (8) 

The data points defining the position of the separating hyperplanes can be viewed as vectors in the transformed space and are called 
support vectors. The resulting largest margin is labled by M in Fig. 1, and is represented by the two dashed lines. The solid line 
(hyperplane) represents the separating line located at a distance of M/2 between the dashed lines. When the distance between the 
groups is at a maximum, the hyperplane is assumed to be in its optimal position. The optimization problem can be formulated as shown 
in Equation (9) 

M → max for coefficients b0 and b with bTb = 1 

subject ​ to yi
(
b0 + bT xi

)
≥M

/
2 for i = 1, . . . , n (9)  

4.4. Decision trees 

Decision tree (DT) is basically an acyclic connected graph structure comprises nodes, branches, and leaves as shown in Fig. 2. Each 
internal node of the decision tree represents a condition, and the predictive model chooses an appropriate branch to go the next node 
based on the current node splitting criterion. The model repeats this process until it reaches the leaf node, which contains the clas
sification results (target class label). DT algorithms can use various splitting criteria, such as entropy, Gini-index, Chi-square test, and 
F-test. The entropy and the Gini-index are the commonly used criteria for categorical target. Entropy is a measure of randomness or 
uncertainty. The entropy of each split ranges from 0 to 1 and the lower the entropy, the less uniform the distribution, the purer the 
node. The entropy can be calculated using the formula given in Equation (10). The information gain, i.e., information that can increase 
the certainty level after the splitting, can be determined by subtracting the weighted entropy after the splitting from the entropy before 
splitting as in Equation (11). The feature with the highest information gain will be chosen by the algorithm as the root node of the 
decision tree. The formula shown in Equation (12) is used to calculate the Gini index. The value of the Gini index varies between 0 and 
1, the feature with the lowest Gini-index value will be selected by the algorithm as the root node in the decision tree [30]. 

Fig. 1. SVM applied to obtain the decision boundary for the classification of two classes.  
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Fig. 2. An example of a dataset and its corresponding classification tree.  

Fig. 3. A representation of the RF classification process.  
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E(S)=
∑n

i=1
− (pilog2pi) (10)  

IG(S,X)=E(S) − E(S|X) (11)  

Gini= 1 −
∑n

i=1
(pi)

2 (12)  

where pi is the probability of the ith class, E(S) is the entropy of the sample dataset before splitting, E(S|X) is the sum of entropies after 
splitting the dataset into m different classes based on X feature. 

4.5. Random forests 

Random forests (RF) is an ensemble algorithm that uses a collection of decision trees as the base model. It is a significant modi
fication of bagging in which a large collection of de-correlated decision trees is built and then averaged. The basic idea behind bagging 
is to average many noisy but roughly unbiased models and thus reduce the variance. Trees are ideal candidates for bagging because 
they can capture complex interaction structures in data and have relatively low bias when grown deep enough. Additionally, trees 
benefit greatly from averaging since they are extremely noisy. Furthermore, since each tree generated by bagging has been identically 
distributed (i.d.), the expectation of an average of B such trees is the same as the expectation of any one of them. This means that the 
bias of bagged trees is the same as that of single trees, and the only way to improve is to reduce the variance. 

An average of B i.i.d. random variables, each with variance σ2, has variance 1
Bσ2. If the variables are simply i.d. with positive 

pairwise correlation ρ, the variance of the average is shown in Equation (13). 

ρσ2 +
1 − ρ

B
σ2 (13) 

As B increases, the second term disappears but the first term persists, limiting the benefits of averaging to the magnitude of the 
correlation of pairs of bagged trees. The goal of random forests is to improve bagging variance reduction by reducing the correlation 
between trees without increasing the variance too much. This is accomplished during the tree growth process by using a random 
selection of input variables. When growing a tree on a bootstrapped dataset, before each split, select m ≤ p of the input variables at 
random as candidates for splitting. m is usually set to √p or even as low as 1. After B such trees {T(x;Θb}

B
1 are grown, the majority vote 

of each tree’s output becomes the final prediction of the random forest classification model as in Equation (14) [31]. A representation 
of the RF classification process is illustrated in Fig. 3. 

Ĉ
B
rf (x)= majority vote {Ĉb(x)}

B
1 (14)  

where Ĉb(x) is the bth random-forest tree’s class prediction. 

5. Materials and methods 

This section focuses on the experimental data used as well as the whole development process of models predicting the level of 
chloride resistance of concrete, from data preprocessing to model training and validation. It begins with a presentation of the 
experimental dataset before delving into the model development process in depth. 

5.1. Experimental dataset 

A database of 843 observations of non-steady-state migration coefficients (Dnssm) of various concrete types with the proportion of 
the mix components is formed by retrieving from: i) research projects of LIFECON and Finnish DuraInt-project [32], and ii) inter
national journal articles [5], [6,7,33], [14,15,34–48]. To represent the concrete’s resistance to chloride penetration, the Dnssm values 
are translated into five classes (low, moderate, high, very high, and extremely high) based on the criteria described in Table 1. 
Normal-weight, lightweight, high-strength, high-performance and self-compacting concrete are among the types of concrete covered 
in the database. The concrete mix has eight features that describe the mix components and their proportions. These are w/b ratio, 
contents of binders (cement, slag, FA, SF, and lime filler) in units of kg/m3, amount of fine, coarse, and total aggregates in units of 
kg/m3, contents of chemical additives (plasticizers, superplasticizers, and air-entraining agents (AEA) in % by the weight of the binder. 

Table 1 
Criteria for the classification of chloride penetration resistance of concrete.  

Dnssm (x10− 12 m2/s) Chloride Penetration Resistance of Concrete 

>15 Low 
10–15 Moderate 
5–10 High 
2.5–5 Very high 
<2.5 Extremely high  
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The database contains numerous cement types described in different standards as it is based on experimental data collected in 
different parts of the world. For this reason, all types of cement are translated according to the European standard EN 197–1 for the 
sake of consistency [49]. The standard defines 27 different common types of cement, which can be divided into five groups (CEM I, II, 
III, IV, and V). A total of 15 types of cement from the four main cement groups are contained in the database. These are Portland cement 
(CEM I), Portland-slag cement (CEM II/A-S and CEM II/B–S), Portland-silica fume cement (CEM II/A-D), Portland-fly ash cement (CEM 
II/A-V, and CEM II/B–V), Portland-limestone cement (CEM II/A-L, CEM II/B-L, and CEM II/A-LL), Portland-composite cement (CEM 
II/A-M and CEM II/B-M), blast furnace cement (CEM III/A and CEM III/B), and pozzolanic cement (CEM IV/A and CEM IV/B). 
Supplementary cementitious materials are used in about 57% of the experiments. The w/b ratio ranges from 0.19 to 0.65. The ad
mixtures in the dataset are made up of various compounds, such as superplasticizer, which is made up of lignosulfonate, melamine 
sulfonate, naphthalene, and polycarboxylate ether, and AEA, which is composed of fatty acid soap, synthetic surfactants, and vinsol 
resin. Despite the fact that admixtures behaviours differ depending on their chemical compositions, the database does not classify them 
based on their chemical composition. Table 2 describes the data in more detail. 

5.2. Model development 

The model development approach for classifying the level of resistance of concrete to chloride penetration is described in this 
section. Fig. 4 illustrates the pipeline of the models. Data retrieval is the first activity, followed by data preprocessing which is the most 
important step in building machine learning models, since the performance of the models is primarily determined by the quality of the 
data. A range of operations are often conducted during data preprocessing to make the data suitable for a machine learning model, 
including outlier detection and treatment, data encoding, feature scaling, feature engineering, and partitioning the dataset into a 
training and test set. The next step is to choose the appropriate algorithms and train the model with the training data. By tuning the 
hyperparameters, the model training process will be iterated until the best cross-validation results are obtained. The models’ per
formance is then evaluated using a test set that the model has never seen before. The following sections cover all the important steps in 
the model development process. 

5.3. Data preprocessing 

Data preprocessing is an important stage in building any machine learning model. It includes operations such as missing data 
processing, outlier detection and handling, data encoding, feature scaling, feature selection, and data division. The next subsections go 
through all of the data preprocessing tasks used in this project. 

5.3.1. Missing data processing 
The quality of the data is one of the most important factors controlling the performance of any data-driven model. Data missing is a 

problem that impacts nearly every scientific profession. It reduces the predictive capacity of machine learning models and introduces 
bias in the model. As a result, the issue of missing data shall be addressed first. It can be handled in a variety of ways, including i) 
removing observations with any missing values, ii) relying on the learning algorithm to handle missing values during training, and iii) 
imputing all missing values. All missing observations are discarded in this work. 

Table 2 
Description of the features employed in the raw dataset.  

No. Feature subcategory Description Unit 

1 Cement 
types 

CEM I CEM I – 
CEM II CEM II/A-S, CEM II/B–S, CEM II/A-D, CEM II/A-V, CEM II/B–V, CEM II/A-L, CEM II/B-L, CEM II/A-LL, CEM 

II/A-M, CEM II/B-M 
– 

CEM 
III 

CEM III/A, CEM III/B – 

CEM 
IV 

CEM IV/A, CEM IV/B – 

2 Water content [kg/m3] 
3 Cement content [kg/m3] 
4 Mineral admixtures 

content 
Slag [kg/m3] 

5 Fly ash [kg/m3] 
6 Silica fume [kg/m3] 
7 Lime filler [kg/m3] 
8 Water-to-binder ratio – 
9 Aggregates content Fine aggregate [kg/m3] 
10 Coarse aggregate [kg/m3] 
11 Total aggregate [kg/m3] 
12 Chemical admixtures 

content 
Plasticizer [% by binder 

wt.] 
13 Superplasticizer [% by binder 

wt.] 
14 Air-entraining agent [% by binder 

wt.] 
15 Concrete age at migration test [days] 
16 Concrete’s resistance level to chloride penetration –  

W.Z. Taffese and L. Espinosa-Leal                                                                                                                                                                                 



Journal of Building Engineering 60 (2022) 105146

9

5.3.2. Data encoding 
Many machine learning algorithms require numeric input features, so any features that involve categorical data (nonnumerical 

values) must be converted to numeric values. There are two features in the dataset that contain nonnumeric values. One of the features 
is the one that describes the cement types involved and the other is the target feature that describes the chloride resistance level of the 
concrete. Converting categorical values to numeric values can be done in a number of ways. Each strategy has its own trade-offs and 

Fig. 4. The pipeline of models for classifying the degree of resistance of concrete to chloride penetration.  

Cement type CEM I CEM II/A-D CEM II/A-S CEM II/B-S CEM II/B-V CEM III/A CEM IV/A

CEM I 1 0 0 0 0 0 0
CEM II/A-D 0 1 0 0 0 0 0
CEM II/A-V 0 0 1 0 0 0 0
CEM II/B-S 0 0 0 1 0 0 0
CEM II/B-V 0 0 0 0 1 0 0
CEM III/A 0 0 0 0 0 1 0
CEM IV/A 0 0 0 0 0 0 1

Fig. 5. One-hot encoding of the feature “cement type”.  

Resistance level CEM I

Low 0
Moderate 1
High 2
Very high 3
Extremely high 4

Fig. 6. Lebel encoding of the target feature.  
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consequences. The feature “cement type” is converted using one-hot encoding, whereas the target feature is encoded using the label 
encoding method. One-hot encoding translates categorical data into a binary vector format. That is, a new column is created for each 
unique value in a column. This column is expressed as 1 or 0s depending on whether the value fits in the column heading. Fig. 5 
presents one-hot encoding of the feature “cement type”. 

Label encoding techniques are used to encode the class labels of the target feature with a value between 0 and 4, as shown in Fig. 6. 
The numerical order does not appear to be random, which makes sense if the algorithm interprets the resistance level as 0 < 1 < 2 < 3 
< 4, that is, Low < Moderate < High < Very high < Extremely high. From this example it can be seen that there is a clear benefit to 
using one-hot encoding instead of label encoding for the feature “cement type”. If it is converted using label encoding method, the 
cement type will have values ranging from 0 to 6. The machine learning algorithms may misinterpret the converted values during 
model training by believing that one category value is higher than the other simply because it is stored as an integer, while the data 
does not support such an ordinal relationship. 

5.3.3. Outlier detection and handling 
Outliers or observations that differ significantly from the rest of the population must be dealt with before the dataset is used to train 

the model. Although there are certain machine learning algorithms that are not sensitive to outliers, some of the algorithms used in this 
study are sensitive to outliers. In this work, one of the most effective outlier detection algorithms known as isolation forests, is utilized 
to isolate anomalies from the data. This method, unlike most outlier detection techniques, attempts to explicitly detect actual outliers 
rather than identifying normal data points that typically involve more conditions. On the other hand, isolating outliers from normal 
data points requires fewer conditions and is thus more efficient than isolating normal data points. 

Isolation forest, like other tree-based ensembles, is construct on a collection of decision trees called isolation trees, “iTrees”, with 
each tree containing a subset of the entire dataset. It selects n randomly selected samples of size m from a given dataset. The “iTree” is 
built for each random sample by splitting the subsample instances across a split value of a randomly chosen feature, so that the in
stances whose corresponding feature value is less than the split value go to the left and the others go to the right, and the process 
becomes repeated recursively until the tree is fully built. The split value is randomly chosen from the minimum and maximum values of 
the chosen feature. Outliers are the points with the shortest path length, h(x), which is the length of the path from the root to the leaf 
node on each “iTrees,” as illustrated in Fig. 7. 

The outlier score of an instance can be computed based on the observation that the structure of “iTrees” is similar to that of Binary 
Search Trees (BST): the termination of the leaf node of “iTrees” corresponds to the failure of the BST search. As a result, the estimate of 
the mean h(x) for the termination of the leaf node is the same as an unsuccessful search in BST [50,51]. That is the same as expressed in 
Equation (15). 

c(m)=

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

2H(m − 1) −
2(m − 1)

m
1

0

for m > 2
for m = 2

otherwise
(15)  

where H (i) is the harmonic number, which can be estimated by ln(i) + 0.5772156649 (Euler’s constant), n is the size of the test set, m is 
the size of the sample set. 

The value of c(m) in Equation (15) is the mean h(x) for a given m. It is then used to normalize h(x) to obtain an estimate of the outlier 
score for a given instance x as given in Equation (16). 

s(x,m)= 2
− E(h(x))

c(m) (16)  

Fig. 7. Outlier detection with isolation forest.  
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where E(h(x)) is the mean h(x) value from a set of isolation trees. If the value of s is close to 1, instance x is considered an outlier; if it is 
much smaller than 0.5, the instance x is consider normal; and if all the instances return s ≈ 0.5, the entire sample does not have any 
distinct outliers. 

The outliers detected by the adopted isolation forest algorithm are illustrated in Fig. 8a. It is evident to see that the outlier instances 
are mostly separated from the cluster of normal instances. The total number of outliers identified was 21, which is approximately 10% 
of the total observations and all were removed from the dataset. The outliers identified were from all class labels describing the 
resistance level of concrete to chloride penetration. The number of each class labels before and after removing the outliers is 
demonstrated in Fig. 8b. 

5.3.4. Handling class imbalanced 
Imbalanced datasets or datasets with imbalanced classes are those in which one target class occurs far more frequently than the 

other. In many domains, having imbalanced data is the norm and one of the most difficult problems in machine learning classification 
tasks. Because the classifier model should not be geared towards only recognizing the majority class but should also give equal 
importance to the minority class. The dataset used in this study is an imbalanced dataset due to the uneven distribution of the target 
classes that describe the concrete’s level of resistance to chloride ion penetration. For instance, there is a 40% difference between the 
most frequent class ‘High’ and the least frequent class ‘Extremely high’. There are different types of techniques to handle imbalanced 
data. In this work, the Synthetic Minority Oversampling Technique or SMOTE is applied to address the problem of the imbalanced 
classes. This technique oversamples the minority class by simply generating data points on the line segment connecting a randomly 

Fig. 8. Plots illustrating: (a) the detected outliers, (b) the number of outliers in each class labels.  
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Fig. 9. Distribution of the class labels: (a) before resampling, (b) after resampling.  
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chosen data point and one of its K-nearest neighbors [52]. Since this approach is very simple and extremely effective in practice, it has 
become widespread. Fig. 9 illustrates the distribution of the class labels before and after resampling. 

5.3.5. Feature selection 
Feature selection is a crucial step in the data preprocessing phase for identifying important features and removing irrelevant or 

redundant ones. It decreases dimensionality while improving prediction performance and model training efficiency. Irrelevant features 
must be discarded as they affect model accuracy and cause model training to slow down. Some features may not be predictive, or they 
may be redundant with other feature. There are three types of feature selection approaches that can be used to help select the best 
features for model training. These are filter, wrapper, and embedded [53]. In this work, the embedded technique based on an RF 
algorithm is used to select relevant features from the dataset, since it combines the benefits of the filter and the wrapper approaches in 
terms of minimal computational effort and adequate accuracy. The RF used measures the importance of a feature as the averaged 
impurity decrease derived from all decision trees in the forest, without assuming anything about the data. 

Feature importance measured by an RF algorithm is illustrated in Fig. 10. The measures of the feature importance added up to one. 
Binders (cement, fly ash, slag, and silica fume) collectively have the highest predictive power of the model, accounting for about 32%, 
followed by aggregates (fine, coarse, and total aggregate) at approximately 29%. The features w/b ratio, migration test age, and water 
account for about 13, 11 and 8%, respectively. The feature cement types are considered to be powerless predictors for the classification 
of concrete chloride resistance for this specific dataset. 

5.3.6. Feature scaling 
Normalization and standardization are two approaches to scaling features onto the same scale. Even if normalization is a commonly 

used technique for obtaining values in a bounded interval, standardization can be more practical for many machine learning algo
rithms, particularly optimization algorithms like gradient descent. This is because many linear models set the weights to zero or small 
random values close to zero. Such algorithms may perform poorly when the individual features do not resemble to standard normally 
distributed data. Since linear algorithms such as KNN and SVM are used in this work, a standardization technique is used to scale the 
features. In this method, the mean of each feature is centered at zero, and each feature has a standard deviation of one, resulting in the 
property of a standard normal distribution, which makes learning the weights easier. Fig. 11 shows the feature “Cement content” 
before and after feature scaling as an example. The standardization procedure can be expressed mathematically as in Equation (17). 

x(i)std =
x(i) − μx

σx
(17)  

where, μx represents the sample mean of a specific feature and σx represents the corresponding standard deviation. 

5.3.7. Data partitioning 
Training/test partitioning usually involves splitting the data into a training and a test set in a predetermined ratio. The training set 

is used to train the model, whereas the test set is used to evaluate the performance of the trained models against data that has never 
seen before. In this work, the data are randomly divided into two parts: 80 and 20%. 80% of the data is allocated for model training and 
the remaining 20% for testing the model’s performance. 

5.4. Model training and evaluation 

In this work, two scenarios (Scenario 1 and 2) for the development of the models are considered based on the input features. 
Scenario 1 uses all the features presented in Table 3, whereas Scenario 2 takes into account all features considered in Scenario 1, except 
for the features that describe the cement types. This feature was considered as powerless by the applied feature section method. The 
aim of Scenario 2 is to investigate the influence of feature selection on the classification accuracy of the chloride resistance of concrete. 

Cement type_CEM IV/A
Cement type_CEM II/B-V
Cement type_CEM II/B-S
Cement type_CEM II/A-V
Cement type_CEM II/A-D

Cement type_CEM III/A
Cement type_CEM I

Slag
Fly ash
Water

Superplasticizer
Total aggregate
Fine aggregate

Migration test age
Coarse aggregate

Cement
w/b

Silica fume

0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14

Feature importance measure

A

Fig. 10. The feature importance measure of the mix ingredients and concrete age at chloride migration test.  
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Compared to the raw data presented in Table 2, three features are missing in Table 3, namely air-entraining, plasticizer, and lime filler. 
This is because these features obtained null values after all missing values are eliminated from the dataset during the data pre
processing phase. 

Descriptive statistics of the numerical features of the preprocessed data that are used to train and validate the models is presented in 
Table 4. It is worth noting that the final dataset contains 204 observations. The w/b of the concrete in this database ranged from 0.3 to 
0.65. The cement content ranges between 52 and 525 kg/m3. The amount of supplementary cementitious materials of slag, fly ash, and 
silica fume used to partially replace cement reached up to 312.30 kg/m3, 735 kg/m3, and 468.50 kg/m3, respectively. The wide range 
of ingredient amounts confirms the inclusion of various types of concrete in the dataset. 

A total of ten models, five in each scenario, using the NB, KNN, SVM, DT, and RF are trained using the training dataset. In order to 
obtain high-performing models, the hyperparameters of all the algorithms are tuned using a grid search method that performs an 
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Fig. 11. Distribution of the feature “Cement content” before and after feature scaling.  

Table 3 
Input features considered for the development of chloride resistance classifier models.  

No. Feature subcategory Description Scenario 1 Scenario 2 

1 Cement types CEM I CEM I ✓ ⨯ 
CEM II CEM II/B–S, CEM II/A-D, CEM II/A-V, CEM II/B–V ✓ ⨯ 
CEM III CEM III/A ✓ ⨯ 
CEM IV CEM IV/A ✓ ⨯ 

2 Water content ✓ ✓ 
3 Cement content ✓ ✓ 
4 Mineral admixtures content Slag ✓ ✓ 
5 Fly ash ✓ ✓ 
6 Silica fume ✓ ✓ 
7 Water-to-binder ratio ✓ ✓ 
8 Aggregates content Fine aggregate ✓ ✓ 
9 Coarse aggregate ✓ ✓ 
10 Total aggregate ✓ ✓ 
11 Chemical admixtures content Superplasticizer ✓ ✓ 
12 Concrete age at migration test ✓ ✓ 

⨯ = not applicable, ✓ applicable. 
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Table 4 
Descriptive statistics of the dataset.   

w/b 
[− ] 

Water [ kg/ 
m3] 

Cement [ kg/ 
m3] 

Slag [kg/ 
m3] 

Fly ash [kg/ 
m3] 

Silica fume [ 
kg/m3] 

Fine aggregate [ 
kg/m3] 

Coarse aggregate [ 
kg/m3] 

Total aggregate [ 
kg/m3] 

Superplasticizer [% by 
binder wt.] 

Migration test age 
[days] 

count 204 204 204 204 204 204 204 204 204 204 204 
mean 0.42 175.99 361.85 18.44 44.12 8.36 798.83 797.21 1596.04 0.41 65.57 
std 0.08 22.64 96.90 57.35 133.70 35.46 223.80 306.18 291.55 0.54 83.70 
min 0.30 122.50 52.00 0.00 0.00 0.00 235.00 0.00 630.00 0.00 3.00 
25% 0.36 158.00 297.88 0.00 0.00 0.00 685.26 451.50 1415.82 0.00 28.00 
50% 0.40 175.00 350.00 0.00 0.00 0.00 765.00 915.53 1720.00 0.20 28.00 
75% 0.45 191.00 444.38 0.00 0.00 0.00 956.75 1059.95 1801.00 0.70 90.00 
max 0.65 222.00 525.00 312.30 735.00 468.50 1574.10 1240.00 1950.00 4.17 365.00  
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Fig. 12. A grid search accompanied by a 5-fold cross-validation method.  

Table 5 
Hyperparameters considered in the model development and the identified optimal hyperparameters.  

Learning 
algorithms 

Hyperparameters Grid search ranges Optimal 
hyperparameters 

Description of the hyperparameters 

Scenario- 
1 

Scenario- 
2 

Naïve Bayes var_smoothing [1e-2, 1e-3, 1e-4, 1e-5, 1e-6, 1e-7, 1e-8, 1e- 
9, 1e-10, 1e-11, 1e-12, 1e-13, 1e-14, 1e-15] 

0.01 0.01 Portion of the largest variance of all 
features that is added to variances for 
calculation stability. 

k-Nearest 
Neighbors 

n_neighbors 1 to 40 1 1 Number of neighbors. 
weights [’uniform’,’distance’] ’uniform’ ’uniform’ Weight function used in prediction 

Decision Trees criterion [’entropy’, ’gini’] ’entropy’ ’entropy’ The function to measure the quality of a 
split. 

ccp_alpha [0.1, 0.01, 0.001] 0.001 0.001 Complexity parameter used for Minimal 
Cost-Complexity Pruning. 

max_depth [’none’, 5, 6, 7, 8, 9, 10, 20, 40, 100, 200, 
500] 

500 500 The maximum depth of the tree. 

min_samples_split [2,5,10] 2 5 The minimum number of samples required 
to split an internal node 

min_samples_leaf [1–6] 1 3 The minimum number of samples required 
to be at a leaf node 

Support Vector 
Machine 

kernel [’rbf’, ’linear’] ’rbf’ ’rbf’ Specifies the kernel type to be used in the 
algorithm. 

’C’ [0.001, 0.01, 0.1, 1, 10, 100] 10 100 Regularization parameter. 
’gamma’ [0.001, 0.01, 0.1, 1, 10, 100] 0.1 0.1 Kernel coefficient. 

Random 
Forests 

’max_depth’ [2,4–6] 6 6 The maximum depth of the tree. 
’max_features’: [1–4] 4 4 The number of features to consider when 

looking for the best split. 
’min_samples_leaf’ [3–5] 4 4 The minimum number of samples required 

to be at a leaf node. 
’min_samples_split’ [4,6,8,10] 4 6 The minimum number of samples required 

to split an internal node. 
’criterion’ [’gini’, ’entropy’] ’entropy’ ’entropy’ The function to measure the quality of a 

split. 
’n_estimators’ [10, 50, 100] 50 100 The number of trees in the forest.  
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exhaustive search through a manually defined subset of the hyperparameter space of a learning system. It is often accompanied by a 
cross-validation or hold-out performance metrics. The K-fold cross-validation approach is used in this study. Using this method, the 
training dataset was randomly partitioned into K subgroups of nearly equal size. Each of the K subsets serves as a validation set to assess 
the model’s performance, while the remaining (K − 1) subsets serve as a training set. K models are fitted in total, obtaining K validation 
evaluation metrics. The overall performance of the model is determined by averaging the scores of the K-folds. 

In this work, a grid search method with 5-fold cross-validation is used. This procedure is illustrated in Fig. 12. A total of ten models 
(five from each scenario) were trained using the five algorithms. The hyperparameters considered for each learning algorithms along 
with their grid search ranges are presented in Table 5. The same table also lists the best hyperparameters that can provide high 
prediction accuracy for all algorithms. In both scenarios, about 70% of the determined optimal hyperparameters are identical. 
Following the determination of the best hyperparameters for each algorithm, the identified optimal hyperparameters are used to train 
the data and build models that classify the degree of resistance of concrete to chloride penetration. 

After the models have been trained with the optimal hyperparameters, their predictive abilities are to be evaluated with unseen 
data (test dataset). The classification performance metrics, confusion matrix, accuracy, precision, recall, F1-score, and area under the 
receiver operating characteristic are used to assess the performance of the models. The descriptions of these performance evaluation 
metrics are presented in the following subsections. 

5.4.1. Confusion matrix 
A confusion matrix, also known as an error matrix, is an x-by-x array that summarizes a classification model’s performance, where x 

is the number of classes. The number of correct and incorrect predictions is summarized with count values and divided by each class. 
Fig. 13 shows an example of a confusion matrix of a binary classification (negative and positive class). It represents combinations of 
actual and predicted values. The rows represent the true classes, while the columns represent the predicted classes. Entries on the main 
diagonal of the confusion matrix correspond to correct classifications, while other entries indicate how many samples of one class were 
incorrectly classified as samples of another class. The key terms in the confusion matrix entries are true positive (TP), false positive 
(FP), false negative (FN), and true negative (TN). TP values are those that were actually positive and were predicted to be positive. FP 
values are those that were predicted to be positive but were actually negative. FN values are those that were actually positive but were 
incorrectly predicted to be negative. TN values are those that were predicted to be negative and were actually negative. 

Although the confusion matrix provides useful information about the performance of the classification model, examining the entire 
confusion matrix takes time because the assessment process is very manual and qualitative. The information in the confusion matrix 
can be aggregated in a variety of ways and used as metrics to evaluate classifier performance. These are accuracy, precision, recall, and 
F1-score. 

5.4.2. Accuracy 
Accuracy is a performance metric that express the overall performance of a classifier as the number of correct predictions (TP and 

TN) divided by the total number of all samples. It demonstrates the ability of the classification models to correctly classify data 
samples. It is calculated as shown in Equation (18). 

Accuracy=
TP + TN

TP + TN + FP + FN
(18)  

5.4.3. Precision and recall 
Precision, also known as positive predictive value, is a measure of how many of the samples predicted to be positive are actually 

Fig. 13. An example of a binary classification confusion matrix.  
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positive. It is used as a performance metric when the goal is to limit the number of false positives. Precision is calculated as shown in 
Equation (19). 

Precision=
TP

TP + FP
(19) 

Recall, also known as sensitivity, hit rate probability of detection, or true positive rate (TPR), on the other hand, is a measure of how 
many positive samples are captured by the positive predictions. It is used as a performance metric when identification of all positive 
samples is required. In other words, when it comes to avoiding false negatives. The formula shown in Equation (20) is used to calculate 
recall. 

Recall=
TP

TP + FN
(20) 

Precision and recall are two of the most widely used binary classification measures. While both are important metrics, focusing on 
just one will not provide a complete picture. The F1-score is one way to summarize them. 

5.4.4. F1-score 
F1-score is the harmonic mean of precision and recall. It can be a better measure than accuracy in imbalanced binary classification 

datasets because it accounts for precision and recall. The F1-score is calculated as in Equation (21). 

F1 − score ​ = 2*
Precision ∗ Recall
Precision + Recall

(21) 

In the case of multiclass, in addition to calculating the above-mentioned metrics per class label, it is crucial to compute their 
average using one of the following strategies. i) macro average: calculates the unweighted average across classes. This will give all 
classes the same weight regardless of their size, and ii) weighted average: calculates the average between classes weighted by the 
number of observations in each class. For instance, the macro average and weighted average of the precision score in a k-class system 
can be calculated from the system’s individual TPs, TNs, FPs, and FNs of shown in Equations (22) and (23). 

Macro average precision =

∑k
i=1Precisioni

k
(22)  

Weighted − average precision =

∑k
i=1Precisioni*Ni
∑k

i=1Ni
(23)  

where k is the number of classes, Ni is the number of observations in class i, and Precisioni is the precision score of class. i .

5.4.5. Area under the receiver operating characteristic 
The area under the receiver operating characteristic (AUROC) is a common performance metric for evaluating binary classifiers. 

The receiver operating characteristic (ROC) is a graph plotting the TPR versus the false positive rate (FPR), which are calculated by 
shifting the classifier’s decision threshold. FRP is computed as FP/FP+ TN. The area under the curve (AUC) is the area beneath the ROC 
curve. It can be viewed as the probability that the model will rank a random positive example higher than a random negative sample. 
AUROC can also be applied to multiclass classifiers using one of two commonly used strategies: one-vs-one (OvO) and one-vs-rest 
(OvR). The former calculates the average of the pairwise AUROC values and the latter computes the average of the AUROC scores 
for each class against all other classes. 

6. Results and discussion 

The performance of all ten trained models under two scenarios (five models each) is presented and discussed in this section. NB, 
KNN, SVM, DT, and RF were the learning algorithms used in both scenarios. The main distinction between the two scenarios is the 
number of input features describing the concrete mix’s ingredients. The first scenario takes into account all of the features described in 

Table 6 
Performance metrics of the developed models.   

Algorithm Precision Recall F1-score Accuracy AUROC 

Scenario 1 NB 0.67 0.66 0.65 0.66 0.9077 
KNN 0.88 0.88 0.88 0.88 0.9232 
DT 0.86 0.86 0.86 0.86 0.9096 
SVM 0.89 0.88 0.88 0.88 0.9829 
RF 0.85 0.85 0.85 0.85 0.9792 

Scenario 2 NB 0.62 0.60 0.59 0.60 0.8687 
KNN 0.87 0.87 0.86 0.87 0.9166 
DT 0.83 0.81 0.82 0.81 0.9161 
SVM 0.89 0.89 0.89 0.89 0.9714 
RF 0.83 0.82 0.82 0.82 0.9627  
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Fig. 14. Performance of the developed models: (a) accuracy, (b) AUROC.  
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Table 3, whereas the second scenario considers only a subset of the features. 
All trained models are validated using the test dataset derived from the original data but not included in the training dataset. A 

detailed analysis of the performance of all models extracted from the confusion matrices (precision, recall, F1-score, and accuracy) as 
well as one-vs-the-rest AUROC is presented in Table 6. All of these matrices are the weighted averages. As in this work the imbalanced 
data was resolved prior to model training, evaluating the performance of the models with their accuracy score is reliable. According to 
the results shown in the table, all of the learning algorithms except NB predict chloride resistance to chloride penetration with an 
accuracy better than 80%. Though the performance of most models is fairly comparable, SVM models from Scenario 2 outperform all 
others with an accuracy score of 0.89 and an AUROC of 0.9714. This means that the model has an accuracy of 89% and predicts the 
classes with a probability of approximately 97.14%. All of the assessment metrics (precision, recall, and F1-score) of this algorithm are 
also higher than any of the models. The Scenario 1 KNN and SVM models have an accuracy score of 0.88. Between the two models, SVM 
had the highest AUROC at 0.9829 followed by KNN at 0.96232. This confirms that SVM is the superior model in Scenario 1 as well. NB 
models perform worst in both scenarios, with an accuracy of 66% in the case of Scenario 1 and 60% in the case of Scenario 2. The 
accuracy retained by most of the models is remarkably high considering the fact that the dataset comprised limited observations 
covering a wider range of concrete types. 

The accuracy score and AUROC of all models are shown in Fig. 14 to give a general overview of their performance. It is clear that 
almost all of the models in Scenario 1 are slightly superior to those in Scenario 2 as can be seen from the accuracy plot in Fig. 14a. Only 
SVM from Scenario 2 slightly outperform the corresponding models from Scenario 1. In comparison to the corresponding models in 
Scenario 1, this model from Scenario 2 classifies the chloride resistance level of concrete with a less degree of certainty as show in 
Fig. 14b. Indeed, the performance of the models may vary slightly between runs as the models trained with randomly selected data 
produces a different model with different capabilities. Despite this fact, the models in Scenario 1 generally perform slightly better than 
the models in Scenario 2. This corroborates that the inclusion of all features that describe the mix components is essential for a more 
accurate and confident classification of the chloride resistance of concrete. Although considering only the influential features iden
tified by the adopted RF-based feature selection method, as in Scenario 2, does not improve prediction performance, all of the models 
in this scenario are efficient and parsimonious almost without sacrificing prediction accuracy. It is worth noting that this study uses 
only five types of commonly used algorithms to classify the chloride resistance of concrete. It is necessary to examine other learning 
algorithms to determine if there are other algorithms that may be better suited to address this problem. 

The true and predicted labels describing the level of chloride resistance to chloride penetration are shown in Fig. 15 as confusion 
matrices. The figure on the left shows the confusion matrix of the best performing model in Scenario 1, while the figure on the right is in 
Scenario 2. The difference in the number of correctly classified and misclassified labels between the models found in the two models 
shows almost the same trend. For example, the SVM algorithm in Scenario 1 correctly classifies the chloride resistance of concrete as 
low, moderate, high, very high, and extremely high in 16/16 (100%), 16/22 (73%), 16/20 (80%), 12/13 (92%), and 20/20 (100%) 
cases. In the case of Scenario 2, the same algorithm correctly classifies the chloride resistance levels (same order as above) as 17/17 
(100%), 17/20 (85%), 16/21 (76%), 14/16 (88%), and 17/17 (100%). Though the SVM of Scenario 2 outperforms that of in Scenario 
1, this does not imply that the algorithm is better at predicting each class label. For instance, it predicts better for the labels “High” and 
“Very high” in the case of Scenario 1. The same phenomenon is also observed in the other algorithms. 

The ROC curves of the SVM models from the two Scenarios are plotted in Fig. 16. A perfect classifier would be in the top left corner 
of the chart, with a TPR of 1 and an FPR of 0. In other words, the greater the area under the curve (the closer the AUROC is to 1), the 
better model. The diagonal of an ROC plot can be interpreted as random guessing, and classification models that fall below the diagonal 
(AUROC less than 0.5) are considered worse than random guessing. Fig. 16 shows that all ROCs are well above the diagonal line, 
showing the quality of the models. In fact, AUC for each class label is also shown in the chart. It is worth noting that the AUC for all class 
labels except class 2 (resistance level “High”) is either 0.98, 0.99 or 1. This confirms that the models predict the chloride resistance 
level of concrete with a high degree of certainty. 

The validity of all models was tested on unseen data, and the results demonstrated their highly accurate predictive ability. The 
models classify the level of concrete resistance to chloride penetration with high degree of certainty, demonstrating their high 
generalizability. All these facts confirm that models accurately capture the complex interactions among the interacting features, and 
thus the research findings of this work are reliable and valid. The high accuracy of the trained machine learning based models also 
confirms their practicability for predicting the level of concrete resistance to chloride penetration. As the chloride diffusivity is the 
primary durability indicator, the models could help provide a quick overview of the durability and service life of reinforced concrete 
building structures exposed to coastal or chloride-loaded environments. Furthermore, the models greatly aid building/civil engineers 
in designing concrete that can withstand the desired level of chloride penetration. All of these facts have significant economic im
plications for society as the models help define proactive maintenance, which ultimately reduces lifecycle costs considerably. The 
models also aid in the design of sustainable concrete mixes capable of withstanding the desired level of chloride penetration or in 
obtaining quick results on newly designed concrete without the need for time-consuming and resource-intensive laboratory testing. It 
is worth noting that the models were developed using a variety type of concrete mixes from around the world, which represent 
common concrete mixes of many countries. As a result, they could be universally applicable to predict the chloride resistance of 
concrete and thus aid in the assessment of the durability and service life of coastal concrete buildings or buildings exposed to chloride- 
containing deicing salts. 

The performance of the model could be further improved with more representative data. Obtaining data from published studies, on 
the other hand, was a difficult task. The use of multiple measurement units, the absence of certain features, and the various methods of 
providing information were all common issues. This is because individual studies performed in different countries only consider a 
limited number of features. To produce well-rounded data, all of the data had to be translated into appropriate units and formats, 
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Fig. 15. Confusion matrices of the best performing models in Scenarios 1 and 2.  
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Fig. 16. ROC curve of the two best performing models with AUROC.  
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which took a long time and a lot of attention. To address such a problem an open data exchanging platform that allows academia and/ 
or the concrete community to share data in a sort of a standard format is required. Indeed, as sensing technology advances, the 
availability of miniaturized, stable, and low-cost sensors for monitoring the durability of concrete structures could increase in the 
coming years, resulting in an influx of data [54,55]. Hence in order to reap significant benefits from machine learning, open data in a 
machine-readable format that can be freely shared among domain experts is required. Ultimately, the building and infrastructure 
engineering sector will no longer be an outlier in the ubiquitous digital revolution. 

All of the models presented in this work were formulated by writing codes in a Jupyter notebook environment using Python, a 
popular open-source programming language. Jupyter Notebook is a simple to use open-source web application that provides an 
interactive computational environment for creating, executing, and visualizing interactive data in a variety of programming lan
guages. Building/civil engineers familiar with Python programming and Jupyter notebook can use the developed models to assess 
concrete resistance to chloride penetration and thus get a quick overview of the durability and service life of coastal reinforced 
concrete buildings or buildings exposed to chloride-containing deicing salts. Indeed, because Jupyter notebook is easy to use, engineers 
familiar with the Python programming language can quickly learn the notebook and apply the models. In fact, the development of a 
user interface is critical to making the models easier to use for anyone with no prior knowledge of the Python programming language, 
and this is something that is planned for the future. 

7. Conclusions 

This study adopted five machine learning algorithms, naïve bayes, k-nearest neighbors, decision trees, support vector machine, and 
random forests to predict the chloride resistance level of concrete considering two scenarios. The first scenario considered all features 
that describe the concrete mixture components, whereas the second scenario considered only a subset of the features identified as 
important by the RF-based feature selection method. A dataset of concrete mix components of different concrete types with their 
chloride resistance values was used for the training and validation of the models. The following are the main conclusions drawn from 
this work:  

• Performance: The validation results confirmed that all models except NB classified the level of chloride resistance of concrete with 
remarkably high accuracy. Among all algorithms, the SVM performed the best, with 89% and 88% accuracy in Scenarios 1 and 2, 
respectively. Despite this, the models in Scenario 1 performed slightly better than the models in Scenario 2. Although just taking the 
influential features into account, as in Scenario 2, does not improve prediction performance, all of the models in this scenario were 
efficient and parsimonious almost without sacrificing prediction accuracy.  

• Implication: Because chloride diffusivity is the primary durability indicator, the models’ high accuracy confirms their applicability 
for predicting the level of concrete resistance to chloride penetration and thus help provide a quick overview of the durability and 
service life of reinforced concrete building structures exposed to coastal or chloride-loaded environments. In addition, the models 
greatly aid building/civil engineers in designing concrete that can withstand the desired level of chloride penetration without the 
need for time-consuming and resource-intensive laboratory testing. All of these facts have significant economic implications for 
society.  

• Universality: As all models were created using a variety of concrete mixes from around the world, which represent common 
concrete mixes in many countries, they can be used universally to predict the chloride resistance of concrete, helping to assess the 
durability and service life of reinforced concrete building structures subjected to coastal or chloride-loaded environments.  

• Accessibility and reusability: All of the models are easily and freely accessible to anyone because they were created using Python, 
an open-source programming language, in a Jupyter notebook environment, which is also an open-source web application. 
Building/civil engineers who are familiar with Python programming can easily use the models to assess the degree of resistance to 
chloride penetration of concrete and hence its durability. All models can be reproduced with little or no effort.  

• Open data: An open data exchange platform that allows the scientific community and/or the concrete community to exchange data 
in a standard format is needed as it takes a long time to produce well-rounded data covering a wide range of concrete types from 
previously published work. This will ultimately favor the building and infrastructure engineering sectors to reap the significant 
benefits of the ubiquitous digital revolution. 
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