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The purpose of this study was to create a data management plan, which would address 
issues related to data management at the PC Factory activity within the Saint-Gobain 
Technology Services Nordic & Baltic (SGTS NB) organization. SGTS NB is an internal IT-
service organization within the global enterprise Saint-Gobain, which deliver infrastructure 
services for the local Saint-Gobain companies in the Nordic & Baltic region and the PC 
Factory is a dedicated SGTS NB team, focused on delivering premium PC life-cycle 
services. The need for data management was identified before the study, but the necessary 
means and tools were missing. It was decided that the study was needed to find a solution 
for the issues faced and hence was the study commissioned by SGTS NB. 
 
The current state of the PC Factory data management was investigated by using both 
qualitative and quantitative methods. The qualitative research consisted of six in-depth 
interviews with relevant stakeholders while the quantitative research consisted of a customer 
survey, which was addressed to a total of forty-six recipients. Issues were found in four areas 
of the current data management process, and the issues were related to missing skills, 
policies, reports, and current heavy manual processes. Best practices were found from 
available knowledge which identified the means and tools for solving the issues identified 
during the current state analysis phase. 
 
The outcome of this thesis is a data management plan, based on the best practice, which 
address the data management issues within the PC Factory. The data management plan is 
targeted for a specific business problem, but it is written in a way which makes it possible to 
replicate, with modifications, to other parts of the organization. The data management plan 
addresses the six activities discovered during the analysis of the best practices, in addition 
to the data maturity assessment, which as a whole cover all aspects of the activities needed 
for working data management. A detailed action plan is prepared, as an appendix to the data 
management plan, to ensure a successful implementation of the data management plan. 
 
It is agreed within SGTS NB that the data management plan will be facilitated within the PC 
Factory, as the benefits for the organization are clear and beneficial. The work will start in 
Q1-2022 and is estimated to be completed by the end of year 2022. By implementing the 
data management plan the PC Factory will be in control of data, will be able to utilize data 
better, and will be able to continue the development of data analytics to support the 
organization digital transformation in the future by continuing to build upon the data maturity 
presented in this thesis. 

Keywords Data management, Data Management plan, Data analytics, 
Data 



 

 

 

 

Contents 

Abstract 

Table of Contents 

List of Figures  

 

1 Introduction 1 

1.1 Business Context 1 

1.2 Business Challenge, Objective and Outcome 2 

1.3 Thesis Outline 3 

2 Method and Material 4 

2.1 Research Approach 4 

2.2 Research Design 5 

2.3 Data Collection and Analysis 7 

2.4 Validity and Reliability 10 

3 Current State Analysis of Data Management in SGTS NB PC Factory 11 

3.1 Overview of the Current State Analysis 11 

3.2 Description of Current Data Management Practices 12 

3.2.1 Data sources 14 

3.2.2 Data storage 15 

3.2.3 Data processing 16 

3.2.4 Reporting 16 

3.2.5 Data sharing 17 

3.2.6 Data Analytics Maturity 17 

3.3 Key Findings from the Current State Analysis 17 

3.3.1 Strengths and Weaknesses of the Current Data Management Process
 18 

3.3.2 Key Challenges and Business Impact 19 

4 Existing Knowledge and Good Practice for Data Management 22 

4.1 Data and Data Management 22 



 

 

4.1.1 Data definitions 26 

4.1.2 Data Management Benefits for the Business 28 

4.1.3 Data Management Best Practices 28 

4.2 Data Management Plan 29 

4.2.1 Data Sources 32 

4.2.2 Data Storage 33 

4.2.3 Data Processing 35 

4.2.4 Reporting 38 

4.2.5 Data Sharing 40 

4.3 Data Analytics 41 

4.3.1 Data Analytics Tools 43 

4.4 Data Maturity Models 45 

4.4.1 SAS Analytical Maturity 46 

4.4.2 IT Score Overview for BI and Analytics 49 

4.5 Conceptual Framework of This Thesis 51 

5 Building Proposal for the Data Management Plan 54 

5.1 Overview of the Proposal Building Stage 54 

5.2 Findings from Data 2 55 

6 Validation of the proposed Data Management Plan 57 

6.1 Validation as a part of the build phase 57 

6.2 Summary of the Final Data Management Plan 57 

7 Conclusion 59 

7.1 Executive Summary 59 

7.2 Next Steps and Recommendations 61 

7.3 Thesis Evaluation 62 

7.4 Closing Words 63 

References 1 

Interviews 5 

Appendices 

Appendix 1. Data 1 – Interview field notes examples 

Appendix 2. Data 1 – Customer questionnaire & answers 

Appendix 3. Data 1 – Workshop field notes 

Appendix 4. Data 1 – Workshop data source cards 



 

 

Appendix 5. Data 2 – Interview field notes 

Appendix 6. The Proposal – Data Management Plan – Version 0.1 

Appendix 7. Data 3 – Interview field notes 

Appendix 8. The Final Outcome – Data Management Plan – Version 0.3 

  



 

 

List of Figures 

Figure 1 Research and design of the thesis.   12 

Figure 2.  Current data management process in the SGTS Nordic & Baltic     18  
PC Factory.   

Figure 3 SWOT analysis of the current data management process. 24 

Figure 4 Business value varies dramatically across different types of data.  29 

Figure 5 Data management activities and deliverables.   30 

Figure 6 A data definition with validation criteria and valid operations. 32 

Figure 7 The Five Pillars of the PC Factory Data Management . 37 

Figure 8 Cross-Industry Standard Process for Data Mining (CRISP-DM). 41 

Figure 9 Three levels of analytics and their enabling techniques. 48 

Figure 10 2021 Gartner Magic Quadrant for analytics and business  50 
intelligence platforms. 

Figure 11 Example of a data maturity model.   51 

Figure 12 BI and analytics maturity model.    56 

Figure 13 Conceptual Framework of this thesis.   58 
 
Figure 14 Building the Proposal rationale.   61  
 

 



1 

 

 

1 Introduction 

Data is digitalized information which is presented to any user through a data source. A 

data source can be any form of source providing the data as files, databases, web or 

streaming data (Talend, 2020). The various types of data and data sources are 

complicated to manage, and this is where the data management plan will assist the 

company to capture and help to utilize the data. 

This thesis studies data management and develops a data management plan to help the 

case IT department to get in control of the data. 

 

1.1 Business Context 

The case company of this thesis is Saint-Gobain Technology Services Nordic & Baltic 

(SGTS NB).  Saint-Gobain is a multi-national corporate which has activity in 70 countries 

with 171.000 employees. Saint-Gobain operates in multiple industries with a focus on 

wellbeing of people. As presented in its website,  

“Saint-Gobain designs, manufactures and distributes materials and solutions which 

are key ingredients in the wellbeing of each of us and the future of all. They can be 

found everywhere in our living places and our daily life: in buildings, transportation, 

infrastructure and in many industrial applications. They provide comfort, 

performance and safety while addressing the challenges of sustainable construction, 

resource efficiency and climate change” (Saint-Gobain, 2020). 

The regional scope of Saint-Gobain Technology Services Nordic & Baltic (SGTS NB) 

covers seven countries including Denmark, Estonia, Finland, Latvia, Lithuania, Norway, 

and Sweden. The corporate structure consists of 40 legal companies spread all over the 

seven countries whereas the holding company Saint-Gobain Nordic A/S is in Denmark. 

Industries covered in the region are construction products, flat & automotive glass, and 

abrasives. Saint-Gobain has a total of 650 sites in the region and these sites consists of 

offices, plants, shops, and warehouses. The Group has a total of approx. 13.000 

employees in the region using over 10.000 PCs. 
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The case organization of this thesis is an internal IT organization delivering IT 

infrastructure services for Saint-Gobain Technology Services Nordic & Baltic (SGTS NB). 

The PC Factory is a SGTS NB internal service delivery team, and it is belonging to the 

User & Site Support department providing IT support services to the customers. The PC 

Factory’s role is to deliver premium PC related life-cycle services for the SG entities. PC 

life-cycle services include PC purchasing & invoicing, management of a local PC stock, 

PC imaging & installation, PC logistics, IT equipment recycling and reporting. 

 

1.2 Business Challenge, Objective and Outcome 

Currently, the services by the case company are delivered by using three suppliers 

covering equipment manufacturing, logistics and recycling services. There are also two 

internal departments supporting the activity which are Finance and the ERP Competency 

center. The case company is providing tools and systems for the service delivery. All 

these different stakeholders generate data within their systems and services which is 

provided to the SGTS NB´s PC Factory in various formats.  

The challenge faced by the case company is unidentified and unused data. Lack of 

control of the data means that the business does not know what data is available and 

from where it is generated which has business consequences. The lack of data control 

leads to the lack of insight during decision making that, in turn, might lead to poor 

decisions or even decisions made on false information or individual assumptions. 

Detailed reporting – that is currently missing – would support the decision making and 

give transparency for decision makers, internal customers, and internal auditors when 

the activity is audited. Unidentified data means that there are data sources which are 

generating data, but the data isn’t efficiently used. The consequence of this is that data 

is often extracted ad-hoc and treated manually which means that a lot of manual work in 

the process and leads easily to human errors.  

To fix this problem, the case organization needs to better control the data, which is not 

possible without a proper data management plan. Such a plan needs to be developed in 

order to stay in control of each part and detail of the delivered services and comply with 

the case company´s rules and guidelines but also to be transparent toward the decision 

makers and internal customers, so that they can rely on the internal service provider. 
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Accordingly, the objective of this thesis is to develop a Data Management Plan for 

reaching an acceptable level of descriptive data analytics. The outcome of the thesis is 

a Data Management Plan. 

 

1.3 Thesis Outline 

The scope of this thesis is to develop a data management plan for reaching an 

acceptable level of descriptive data analytics for SGTS NB´s PC Factory. This thesis will 

cover the research of practices in use but respecting the case company´s internal rules 

and guidelines. For example, the case company restricts usage of certain solutions, 

systems, or processes due to security risks and this must be respected. The 

fundamentals of data management will be introduced in this thesis and the final data 

management plan will be built upon the findings taking the restrictions into account. 

This thesis is written in seven sections. Section 1 is the introduction giving the 

background and context to the thesis. Methods and materials are described in Section 

2. Section 3 is dedicated for the current state analysis of data management and data use 

in the case company. Existing knowledge and best practice are presented in Section 4. 

Section 5 presents an initial data management plan is co-created with the key 

stakeholders based on the findings from Sections 3 and 4. The data management plan 

is presented to the company stakeholders for validation in Section 6. Section 7 is 

dedicated to an executive summary and wrap up of the thesis, but here are also next 

steps and recommendations presented. 
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2 Method and Material 

This section describes the research approach and research design, and data collection 

methods used in the study. 

2.1 Research Approach 

The research approach and methods tell the reader how the research is carried out. 

There might be different answers to the question what research is. In the end, research 

is about making diligent searches, inquiries, investigations or even experiments to 

discover new facts or findings (Adams et al., 2014: 1-2). 

First, in terms of the research family, applied research differs from basic research as it 

used to answer specific question which might be a real question, problem, reasons for 

failure or success, or gaining a better understanding of the topic (Sreejesh et al., 2014). 

Applied research is defined by Adams et al. (2014) as follows: “Applied research is 

conducted when a decision must be made about a specific real-life problem” (Adams et 

al., 2014: 7). 

Second, there are also different research methods to choose from, fitting different needs 

and targeting different research problems. Quantitative research methods are used for 

quantitative measurement which means usage of statistical analysis and metrics. 

Collection of data can be done through surveys and questionnaires. Qualitative research 

methods are based on qualitative data collection and non-numerical analysis of data 

aimed at the exploration and understanding of how the respondent experiences reality 

(Adams et al., 2014: 6). Even a mix of these research methods can be used to get a 

better and wider research result. 

Third, as for the research strategy, case studies and action research are the most typical 

strategies for business research. Both, case studies and action research aim at exploring 

contexts and stakeholders, and participants points of views, or doing observations in the 

natural circumstances of the case which is being studied. For case studies, as well as 

for action researchers, it is important to interpret the data in the context related to the 

case (Simons, 2014: 5). One of the most typical research techniques for both the case 

study and action research is an interview. Interviews, especially semi-structured and 
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open-end interviews, give room for both questions and open discussion and pragmatic 

elaboration on topics instead of keeping to a structured interview (Leavy, 2014: 286). 

In this thesis, a qualitative case study was selected as the research approach as this 

research approach fits the subject of the thesis. Qualitative data will give the necessary 

input for identifying the problem, while the case study approach will also ensure the use 

of theory on how to solve it. This case study will take other cases in consideration during 

the research phase. Interviews will be the primary data source for this thesis, especially 

semi-structured interviews. The interviews will be documented using field notes. 

Additionally, the thesis will organize a workshop with stakeholders and a customer 

survey in relation to investigating and improving data management. 

2.2 Research Design 

The research design of this thesis consists of five steps. Figure 1 also shows the data 

sources and outcomes in each step. 

As shown in Figure 1, the thesis contains five consecutive steps, and the steps are shown 

in order of the research process in the thesis where the previous step builds the 

foundation for the following step. The research design steps are supported by three 

different data collection phases where each data collection phase is named Data 1, Data 

2, or Data 3. These data collection phases are inputs for the steps which then generate 

the outputs, as shown in Figure 1 below. 

Figure 1 below shows the research design of the study.  
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Figure 1. Research design of the thesis. 

As seen from Figure 1, the first step sets the study objective after which the current state 

is analyzed in step two. The current state analysis is based on Data 1 collection which 

mainly consists of stakeholder interviews but also includes a customer survey as well as 

the internal documentation review. The intention with this step is to identify the current 

problems, identify where the department is lacking data management, and unsatisfied 

customer demand. 

The third step of the research design is allocated for exploring existing knowledge. It 

looked into the knowledge and best practice currently available on developing data 

management plans and selected those elements that are most relevant for the study and 

can possibly be included in building the data management plan. The outcome of the third 

step is a conceptual framework for building a data management plan. 

The fourth step is focused on building of the data management plan proposal. Data 2 

collection, together with the outcome of step 3, will generate input for the creation of the 

proposal and the outcome of step four will be the initial draft of the data management 

plan. Data 2 collection will include interviews documented in field notes. The proposal is 
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based on both, the results of the current sate analysis as well as selected best practice 

and input collected from the organization stakeholders and employees. 

The fifth step is the final step of the research design. Step 5 is validation of the proposal, 

meaning validation of the data management plan. Data 3 collection will include interviews 

with key stakeholders. These validations are conducted by interviews and tracked by 

field notes, in the same manner as Data 1 and Data 2 collections. The data management 

plan is validated by the key stakeholders who approve the data management plan, 

otherwise final modifications and updates are conducted based on the feedback during 

Data 3 interviews. 

2.3 Data Collection and Analysis 

Table 1 shows details of Data collections 1-3 used in this study. 

Table 1. Details of data collection phases Data 1-3 used in this study. 

 

As Table 1 shows, there were three main data collections stages in the thesis: Data 1, 

Data 2, and Data 3. Data 1 collected the data for the current state analysis phase, Data 

2 for building the proposal, and Data 3 for the validation and building the final proposal. 

In Data 1, various stakeholders in different positions and organizations were interviewed: 

Team Leader from the SAP Competence Center, the current PowerBI solution owner 
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within the own organization, as well as all internal staff within the PC Factory team, 

including the PC Factory Team Leader. Each person interviewed had are participants or 

stakeholders in the service delivery of the PC Factory. In addition, a customer 

questionnaire was launched to collect customer feedback. Due to the internal constrains, 

the same questionnaire was used to collect new requirements which were used in Data 

2 phase. Internal documents were also reviewed to better understand the current state 

and current data management processes. The customer questionnaire was sent to the 

customers to collect customer feedback.  

In the following data collection round, Data 2 was collected data about new or missing 

requirements in addition to collecting input and feedback about the initial proposal. The 

primary method of data collection was interviews.  The stakeholders interviewed in this 

round included: the SGTS NB Director to collect the region management requirements, 

and the PC Factory Team Leader to collect the internal PC Factory requirements. Data 

2 was a crucial round to get the final requirements identified and documented as well as 

getting input and feedback on the initial proposal. 

Data 3 was collected in the third and final round of the study. This round was used for 

collecting the final validation and approval of the proposed data management plan. The 

validation also contained discussions about the implementation and possible 

consequences on the organization. This round also identified final improvement 

suggestion by the key stakeholders interviewed for validation. In this round, the 

stakeholders interviewed included: the SGTS NB Director to collect the region 

management, and the PC Factory Team Leader to collect the internal PC Factory 

validations and approvals. 

Thus, interviews made the primary method of data collection in this thesis. Preparation 

for the interviews included preparing questions and topics to be discussed still leaving 

room for additional questions and discussion. The interviews were conducted as semi-

structured by telephone or Teams conferencing sessions. The current COVID-19 

situation forced the interviews to be conducted by other means than face-2-face 

interviews. All interviews were documented in field notes. The questions and field notes 

for Data 1 interviews can be found in Appendix 1, questions and field notes for Data 2 in 

Appendix 4, and questions and field notes for Data 3 in Appendix 5.  
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The aim of the interviews was to collect information about the data generated by the 

different sources but also to identify possible new data that could be populated and be 

of benefit for the PC Factory. Suppliers were persuaded to talk about other customers’ 

needs and generated data to find possible inspirations. The interviewer steered the 

interviews and asked additional questions if there was a need for it where the additional 

questions and answers were noted during the interviews.  

In addition, the internal PC Factory workshop and the customer questionnaire supported 

the main methods of data collection. The workshop was conducted on-site in the PC 

Factory and the time was used efficiently to identify the different data sources used by 

the PC Factory. The field notes from the workshop can be found in Appendix 3. The 

questionnaire was chosen as a data collection method because of a large customer base 

which would have been difficult to interview in the timeframe of the thesis. The 

questionnaire answers were analyzed and used in Data 1 but was also utilized in Data 2 

as inputs for the proposal. The questionnaire, answer data and analysis are found in 

Appendix 2.  

Finally, this study included analysis of a number of internal documents. The documents 

included in the study are listed in Table 2. 

Table 2. Internal documents used in the current state analysis, Data 1.  

# Name of document 
Number of 

pages/Other 
Content 

Description 

A 
SAINT-GOBAIN FINLAND OY 03-

2021 Pulse-Diagostics-v1.xls 
 

5 sheets 
 

DHL delivery report 
 

B 
CustomReport20210412130002-

10167.html 
1 page Lenovo delivery report 

C 
KO-99926566 – Saint-Gobain 

Finland Oy – Finland – Ojakkala - 
Report.xls 

6 sheets Tier1Asset recycling report 

As shown in Table 2, these documents were analyzed for the Data 1 round, the current 

state analysis, to get an understanding of how the data is currently presented and utilized 

in the daily PC Factory activity. 
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The textual data was analyzed using Thematic/ content analysis. All primary collected 

data was documented in recordings and notes. Assumptions were left out of the analysis 

and all data can be found Appendixes 1 to 5 which are including the data collection. 

 

2.4 Validity and Reliability 

To ensure quality in research, various criteria can be selected and focused on by 

researchers. Most typically, in case studies, following Yin (2004, 2009), validity and 

reliability are discussed as research criteria. These criteria can be further divided into 

construct validity, internal validity and external validity (Yin, 2009: 40-44). Construct 

validity is identification of the correct operational measures for the concepts being 

studied (Yin, 2009: 40). To ensure the construct validity of the thesis, several methods 

of data collection (e.g. triangulation) were used based on several data sources. The data 

collection methods used were interviews, a questionnaire, and a workshop. The 

interviews were conducted with a broad selection of internal and external stakeholders; 

also, the internal team was reached via a common workshop, and the customers were 

addressed through a survey. The internal validity can only be validated after the study 

and final plan are complete. External validity is about knowing if the study’s findings can 

be generalized (Yin, 2009: 43). In this study the final data management plan can be 

utilized in other domains of the organization and therefore the external validity can be 

considered as positive. All of these measures were aimed to ensure the validity of the 

study. 

Reliability, according to Yin (2009: 40) requires that the research steps in a study can be 

repeated with the same results. In this study, the conceptual framework is based on the 

current best practice and data collected from current employees and stakeholders. The 

study is considered reliable at the time of conducting the study but it will be outdated in 

the near future due to the emerging development of IT in general. 

Next, the results of the current state analysis, the biggest part of the data collection, are 

presented and discussed in Section 3 of this study.  
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3 Current State Analysis of Data Management in SGTS NB PC Factory 

In this section of the thesis the current state of data management within the case 

company is presented and analyzed. The focus is on understanding the data knowledge, 

utilization, capabilities, and possibilities within the case company and to identify strengths 

and weaknesses in the current way of working. 

3.1 Overview of the Current State Analysis 

The goal of the current state analysis was to identify the current state of data 

management within the case company. Interviews were the primary data collection 

sources. Also, internal team workshop and customer questionnaire were used as data 

sources with the purpose of identifying customer input. This data collection ensured 

enough data to complete a thorough analysis for better understanding of the current 

state. The current state analysis was conducted in six steps. 

First, the internal workshop was conducted virtually over Microsoft Teams due to the 

ongoing pandemic situation. The invitations were sent two weeks prior to the session 

with the agenda of the workshop and templates prepared before the session. This 

approach ensured an effective workshop focusing on completing the data source 

information in data source cards. The workshop was recorded and documented in field 

notes, to ensure that nothing was missed during the current state analysis. 

Second, the interviews with the internal staff, including employees and team leader, were 

conducted to identify the current data management state. Weaknesses, strengths, 

opportunities, and threats were identified. The interviews of the ERP system team leader 

and PowerBI system owner ensured that details about data source alternatives and 

possibilities were identified. Both interviews were documented in field notes and 

recorded. 

Third, a management interview was conducted with the SGTS Nordic & Baltic Director. 

The goal with this interview was to understand possible weaknesses in the data 

management from the management point of view.   

Fourth, a customer questionnaire was conducted to identify the customer experience 

and expectations feedback. Weaknesses in the customer interaction were identified and 
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noted. This was essential as the data management is also linked to customer data 

reporting and visualization. 

Fifth, current supplier reports were analyzed to identify possible lack of data and future 

development possibilities.  

Finally, the strengths and weaknesses of the current data management practices were 

identified and summarized. 

 

3.2 Description of Current Data Management Practices 

The interviews of the internal staff gave a picture of the current data management 

process. This high-level process is visualized in Figure 2. 

 

Figure 2. Current data management process in the SGTS Nordic & Baltic PC Factory 

As seen from Figure 2, six data sources were identified during the workshop. The six 

data sources are: 

1. Logistics data from DHL 

2. PC supply & delivery data from Lenovo 
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3. PC recycling data from Tier1Asset 

4. ERP data from SAP 

5. Ticket data from ServiceNow 

6. Asset data from LanSweeper 

Three out of six data sources, which are DHL, Lenovo, and Tier1Asset, are generating 

data and reports automatically while the data is received by e-mail. The remaining three 

data sources, which are ERP, ServiceNow, and LanSweeper, content is either populated 

or generated manually with a need for manual storage operations.  

The data storage location isn’t agreed, as common internal practices aren’t agreed, 

which has led to those three different storage locations have been identified as shown in 

Figure 2.  

1. The team’s common e-mail box 

2. The team’s common network drive 

3. The employees’ own PCs. 

The needed data is manually retrieved by an employee from the required data storage 

location for further processing on a case when there is a need for data sharing, reporting 

or data visualization.  

All reports or visualization is done manually with Microsoft Excel as the tool on ad hoc 

basis as the common tool PowerBI hasn’t been facilitated in the complete organization. 

There is a lack of resources with the necessary skills and competence which can drive 

the internal implementation initiative. Reports and visualizations are shared with the 

necessary recipients, e.g., internal customers needing asset lists for budgeting by 

Microsoft Teams, e-mail, or by placement on a network drive. This is considered by 

everyone involved as an ineffective, time consuming, uncontrolled and an unreliable way 

of reporting and data visualization. This input can also be found in the customer 

questionnaire feedback by anonymous respondents when responding to the question 

about reason for dissatisfaction: 
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“Many things take too long time.” (Anonymous respondent, 2021) 

The same message could also be interpreted through the customer feedback where the 

respondent was asked if the she or he knows where to find data: 

“Yes - I ask SGTS USS Tina” (Anonymous respondent, 2021) 

Thus, the current data management process can be divided in five stages: data sources, 

data storage, data processing, reporting, and data sharing. These stages are described 

in more detail below. 

3.2.1 Data sources 

The case company is working with six different data sources. The current data sources 

are well known by the case company staff. Each data source populate data which is 

important for the case company activity. The data format populated by each data source 

depends on how the data is populated. Data populated by supplier systems is in either 

Excel or HTML format, which is good as the date can easily be used in the following 

stages of the process. HTML can be replaced with Excel by changing the export settings 

in the supplier system. The three internal data source systems populate data in Excel 

format as well.  

Supplier data is received automatically through e-mail delivery as scheduled reports. The 

internal data must be populated and exported manually or manually printed. 

The storage of the data received isn’t automized which means that the data storage is 

sporadic, and location not agreed. One supplier report, DHL, is included in a routine 

where the data is manually stored from the e-mail to a specific network drive. Other 

suppliers´ data reports are stored in the e-mail box. Internal data is usually stored on the 

employee PC and occasionally moved to a common storage location like a network drive 

in case the data is to be shared among several persons. 
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Table 3. Data sources (summary from the workshop). 

 

As seen in Table 3, all data formats of the data sources were approved by the case 

company during the workshop. Three data source data delivery formats as well as five 

data sources storage locations weren’t approved by the case company. 

The format of the data can be harmonized to the same format, which is Excel. The only 

data source, Lenovo, which do not have Excel as a primary is having Excel as an 

alternative data format. It is important that the documentation data storage location is 

known and documented, which isn’t currently the case. Supplier reports were reviewed, 

validated and the current data structure was approved by the case company. 

As a conclusion, the data sources are well known, and identified. Proper data source 

documentation is missing though. The data format is a strength as Excel is considered 

a good data source format which can easily be used in the case company business 

intelligence tool, as mentioned by Lars Rohlen during the interview on the 25th of March 

2021 (Rohlen 2021). 

3.2.2 Data storage 

The data storage location hasn’t been agreed internally within the case company. This 

is one of the main problems with the current data management processes. The various 

data storage locations have led to that data isn’t available for all relevant stakeholders 

as mentioned by Jukka-Pekka Knuutinen and illustrated in the following quote: 

Not exactly, I know some but not all. I have some difficulties in finding the storage 

locations. (Knuutinen 2021) 

Tuomas Paavola mentioned during the interview that the spread of data storge locations 

as one of the greatest challenges in the current data management process (Paavola 

2021).  
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The data is currently stored on at least three different locations, but it remains unclear if 

there are even further unidentified used locations. As a conclusion, the data storage 

location is one of the greatest challenges in the current process. 

3.2.3 Data processing 

Data processing is currently a fully manual process. The person carrying out the data 

processing will have to collect data from different sources and process the collected data 

manually. The processing is done with Excel. The challenge with the current process is 

that it is time consuming and increase the risk of human errors. 

The case company has built a business intelligence system around PowerBI, as Lars 

Rohlen mentioned during the interview (Rohlen 2021). The business intelligence system 

isn’t used by the case company. The main reason for not using the business intelligence 

system is current knowledge about data processing which was raised by Jere Kallioniemi 

during the interview (Kallioniemi 2021). 

3.2.4 Reporting 

Reporting in the case company is about telling and visualizing what has happened within 

the activity, meaning presenting historical data and information. The case company 

doesn’t currently have any structured nor automatic reporting. All other current reporting 

activities are done manually on an ad-hoc basis and based on the manual data 

processing stage outcome and specific requests. The current reporting is done primarily 

in Excel but there are some common reports uploaded to the PowerBI business 

intelligence system. It is considered that the current report content isn’t sufficient as 

mentioned by Jörgen Liberg, financial data reporting is missing (Liberg 2021). The 

customer reporting is missing a structure and even some mandatory reports. This lack 

of current reports was mentioned by one recipient in the customer questionnaire 

(Appendix 2). 

The case company is lacking reporting knowledge and skills which is also considered as 

a challenge as it is difficult to create the necessary reports without the knowledge and 

skills. 
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As a conclusion, the reporting is currently a manual process and require a lot of effort 

and time. The current process is therefore a very resource demanding process. The 

business intelligence system is existing, but the use is very limited. 

3.2.5 Data sharing 

The current reports are shared through Teams, by e-mail, or uploaded on a common 

network share. The reports located in the business intelligence system has their data 

manually updated in the data processing stage and then manually refreshed in the 

business intelligence tool. There isn’t any existing agreed policy for report sharing within 

the case company, which has led to that the reports are shared by three different means. 

This has led to that the internal staff is unaware of the report location and use excessive 

time in trying to locate the reports. This finding was also supported by the customer 

questionnaire results. The common opinion collected in the interviews and customer 

questionnaire is that PowerBI is considered as good and sufficient tool for sharing reports 

and data. 

3.2.6 Data Analytics Maturity 

Data analytics is a word that is currently replaced with reporting within the case company 

and therefore is data analytics maturity an unknown term. The case company isn’t 

currently measuring data analytics maturity at all, as this hasn’t previously been raised 

as a topic and thus no plans for data analytics measurement is put in place.  

Data analytics maturity is essential for measuring the current and target state of data 

analytics within the case company and the topic must therefore be added in the data 

management plan. 

3.3 Key Findings from the Current State Analysis 

As seen from the description above, the current state of data management within the 

case company is relying on manual and ad hoc actions. Only a few data sources populate 

data automatically which makes the data processing time consuming as data must be 

fetched, stored, extracted, manipulated, and visualized manually. More detailed 

conclusions are summarized below based on the SWOT analysis.  
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3.3.1 Strengths and Weaknesses of the Current Data Management Process 

This section summarizes the strengths and weaknesses revealed based on the analysis 

of Data 1. Opportunities and threats were also identified to get the full overall picture of 

the current state. The opportunities and threats will be taken in consideration while 

building the proposal in Section 5. The results are summarized in a SWOT analysis 

matrix and presented in Figure 3.  

 

Figure 3. SWOT analysis of the current data management practices. 

As seen from Figure 3, the results include five strengths, five weaknesses, four 

opportunities, and two threats.  

First, the most important strengths are the good understanding of existing data sources 

and a current or possible compliant data format. These strengths are the foundation for 

building the data management plan. Other identified strengths are current access to the 

data sources, modern existing data management architecture & solution, and compliant 

data content with the existing data management solution. 

Second, as seen in Figure 3, there are several weaknesses identified. The most 

important weaknesses are related to the lack of knowledge and skills. The staff is lacking 

knowledge and skills in reporting and data processing. These weaknesses are directly 

impacting the way data is managed within the case company. Other important 

weaknesses are the lack of internal practices. Lacking practices in data storage and data 

sharing impact the accessibility of data. This weakness has a direct impact on the time 
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used by the staff for processing the data as the data must be found and accessed before 

the processing can start. Another weakness is the lack of required reports. Internal and 

external stakeholders are lacking reports which gives visibility to service and financial 

data. This means that the necessary service and activity transparency is lacking. 

Third, four opportunities were identified in the SWOT analysis, and these opportunities 

are visible in Figure 3. The most important opportunities are the existing possibility for 

reporting using PowerBI visualization and dashboards. PowerBI can be used as support 

for decision-making and to satisfy the customer demand for transparency. The final 

opportunity, possibility of using data connectors between PowerBI and third-party 

systems, is an opportunity with potential but will require a lot of resources to get to work 

as the connector establishment will require planning, documentation, and even 

consultancy. 

Fourth, two threats were identified and listed in Figure 3. Both identified threats are 

important. The case company security rules and restrictions are likely to cause issues 

with access to data which might have an impact on the final data management plan. 

Time and resources are scarce which means that the implementation of the data 

management plan might be delayed or even postponed unless the data management 

plan is considered prioritized before other projects in the pipeline. 

3.3.2 Key Challenges and Business Impact 

This section discusses the key challenges and their business impact which were 

identified during the current state analysis. The key challenges and identified business 

impact are listed in Table 4. 



20 

 

 

Table 4. Key Challenges and Business Impact. 

 

As can be seen from Table 4, there are five challenges listed in the Challenge column. 

Each challenge has two or three direct business impacts identified and these are listed 

in the Impact column. The stage, to which each challenge is connected, is marked in the 

Stage column. 

First, the challenge related to the Data Storage stage has the following consequences 

on the business: unutilized data and requiring additional time utilization from the staff. 

The first impact consequence is reduction in transparency and decision-making and the 

second impact is unnecessary human resource utilization. An internal policy is needed 

for rectifying the challenge in the Data Storage stage. The internal policy must include 

the necessary framework and guidelines for data storage within the case company. 

Second, the challenges related to the Data Processing stage is impacting the business 

as following: manual processing of data and inefficiency in the process due to lack of 

knowledge and skills. The consequence is that a lot of work hours are put on the data 

processing stage through manual labor, but the outcome of the stage isn’t fulfilling the 

needs by the stakeholders. Data remain unutilized and impact the decision-making. 

Manual processing also increases the risk of human errors in the process. There is a 

great need for knowledge and skills around the data processing stage and available tools 

as this will ensure automation and digitalization of the process stage. 
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Third, the challenges related to the Reporting stage are like challenges related to Data 

Processing stage. The challenges, as seen in Table 4, are impacting the decision-

making, transparency, and unnecessary human resource utilization. The lack of 

knowledge and skills has a direct impact on the other challenge, which is the lack of 

report. The reporting can be built to cover the stakeholder needs by building the 

necessary competence within the case company. 

Fourth, the challenge related to the Data Sharing stage is similar to the challenge in the 

Data Storage stage. The case company is missing an internal agreement, practice, or 

policy for how the data is shared among the stakeholders. The current state, with a lack 

of this kind of practice, has led to that the populated and shared data isn’t used and this 

has a direct impact on the decision-making. There is a need to define an internal policy 

for the Data Sharing stage where the common framework of data sharing is described. 

The challenges listed in Table 4 must be taken in consideration when building the 

proposal for the Data Management Plan. The search for existing knowledge and good 

practices around the topic is described in the following section, 4. Existing knowledge 

and best practice for Data Management. 
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4 Existing Knowledge and Good Practice for Data Management 

This section of the thesis discusses existing knowledge in the areas of data, data 

management, data analytics, and organization data maturity. Existing knowledge about 

data management, data analytics, and data maturity was essential for the thesis as this 

knowledge is the basis for Data Management Plan.  

4.1 Data and Data Management 

It is essential to start with understanding what data is and what kind of data is existing. 

Data is digitalized information which is presented to any user through a data source. A 

data source can be any form of source providing the data as files, databases, web-

content or streaming data. (Talend, 2020) 

According to Delen (2015: Chapter 1), data can be seen as a valuable business asset if 

the business utilize and treat it in an efficient way. Data is used by businesses to make 

faster and accurate business decisions. (Delen, 2015: Chapter 1) 

In a business there is structured and unstructured data. The difference between 

structured and unstructured data is that the structured data is well defined, and it is 

typically repetitive. Repetitive data means that the data structure reoccur repeatedly, and 

a good example is repeated sales of a product where each sale generate identical data 

records in a structured way. Structured data is easy to handle in databases as the 

records are clearly structured and defined. (Inmon et. al, 2019: Chapter 1.1) 

Unstructured data can be divided in two types. These types are repetitive and non-

repetitive unstructured data. Repetitive unstructured data is where the action is repeated 

but the data content differ each time. An example for this is where a machine is reading 

bypassing trains and railroad cars. Non-repetitive unstructured data is data where the 

action and data content differ each time. E-mails are an example of non-repetitive 

unstructured data as each e-mail message is different and is received sporadically. 

Unstructured data isn’t well suited with databases due to their irregular form. (Inmon et. 

al, 2019: Chapter 1.1) 
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Figure 4. Business value varies dramatically across different types of data (Inmon et. al, 
2019). 

As seen from Figure 4, Business value varies dramatically across different types of data 

chart by Inmon et. al (2019), different data has different business value. This means that 

it is important that data is treated in the right way, within the business, so that the 

business get as much value out of the data as possible. 

Data management is usually needed in medium size or large companies where finding 

data is time consuming. In small companies, the data and applications are close to the 

users and help for accessing the data is close as well. The data management need arise 

when the organization grow and the accessibility to data is delayed because of scattered 

knowledge, delay in the decision-making process, or lack of data ownership. 

There are different definitions of data management but one of the simplest definitions is: 

“data management is a function which ensure that data, information in other words, is 

managed in a way so that it is suitable for communication, reading, or processing. The 

definition data management is often associated with enterprise-wide data services, but 

it hasn’t to be so in reality” (Gordon, 2013: Chapter 1.3). 

Data management has two functions according to Gordon (2013: Chapter 1.3): 

1. It supports strategically the usage of business data. 

2. It supports operationally the development and maintenance of information 

systems. 

According to Gordon (2013: Chapter 1.3), data management has also a set of 

responsibilities which are: 

1. Ensure that data is recognized as a business-wide resource. 



24 

 

 

2. Improving and maintaining the data quality processes. 

3. Ensure information sharing and data definitions provisioning among all 

stakeholders. This also includes enforcement of the usage of these data 

definitions. 

4. Ensure that the right people, owners, are accountable for the data definitions 

development. 

5. Ensure that there is a single data source within the business. This could also be 

called a Master data source. 

Data Management has six activities and each one of these has a set of deliverables as 

shown in Figure 6 (Gordon, 2013).   

 

Figure 5. Data management activities and deliverables (Gordon, 2013). 

The six activities, including deliverables are as following according to Gordon (2013): 

1. Education of all concerned people as the message about the importance of data 

management must be spread within the organisation. Each individual need to 

understand the role they play in data management. Education can be done 

through training courses, seminars, and reading & posting articles. 
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2. Data Management Policy and Strategy set the framework for what the business 

expect of data management and from the staff. The data management policy 

should be facilitated with a top-down approach to get the needed result out of the 

policy content. The data management policy contains policy documents and 

plans. 

3. The data definition activity is about defining what data is used within the 

organisation and appointing the suitable owner of each data definition. This 

activity is one of the main activities within data management. This activity is 

defining how data models are developed, what data formats to be used, and 

naming conventions to be implemented. Deliverables in this activity are a 

corporate data model, identified data owners, and approved data definitions. 

4. Data management tools is about having the right tools for the right purpose. Data 

management is a complex function and require automation. Therefore, the 

needed tools must be identified and purchased. Processes around the consistent 

usage of the tools must be created as these processes are enforcing the usage 

of the tools. The deliverable for this activity is that a managed set of repositories/ 

dictionaries are populated to standards within the business. 

5. The system development support activity ensure that future information system 

development is influenced by the existing data management. Data owners must 

interact with the users and system developers during the development project to 

ensure a successful transition project. The deliverables are quality assured data 

models, and a database schema. 

6. The information service is the final activity. The information service is about 

sharing information and data within the business. Efficient information sharing 

ensure that data is used within the business and by the staff needing data. This 

activity enables data driven decision-making as it makes data available. The data 

managers are playing a key-role in this activity as they have most knowledge 

about available information and data. The deliverables in this activity are a 

knowledge base, and co-ordination of data usage.  

According to Strengholt (2020; Chapter 1), the new trend is that companies are 

integrating their data with third parties and external platforms by using Application 
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Programming Interfaces (API). This means that the data is more decentralized and 

makes data management more difficult than before. This decentralization has negative 

consequences in the form of network issues and means that data integrations must be 

carefully planned to avoid unnecessary risks. 

Gordon’s circle of data management activities and deliverables shown in Figure 5 is a 

good example on how data management can easily be visualized. The visualized 

activities and deliverables will be the foundation of data management outcome of this 

thesis and are directly addressing the weaknesses identified during the Current State 

Analysis. Some of the mentioned deliverables must be adjusted and customized to fit 

the case company environment. 

4.1.1 Data definitions 

Data definitions can be considered an inventory of current data and data sources. The 

development of data definitions requires an internal framework of rules or guidelines 

which tells how data objects are created and maintained.  

According to Gordon (2013: Chapter 5), the data definition guidelines are critical as they 

ensure that each data object is defined and documented in the same way, and they also 

define the minimum acceptable level of information per data object. The guidelines 

should include the following definitions per data object: 

 A unique name or label (unique identifier). 

 Any synonyms or aliases for the data object. 

 A description of why the data is relevant. 

 Used data formats. 

 A valid value lists or validation criteria describing what kind of values are 

expected in the data object. 

 Valid operations describing for which operations the data is used. 
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 Data ownership information. 

 A description of for who the data is for. 

 A data source description. 

 Comments 

 Configuration information if such exist. 

A data definition can be simple as seen in Figure 7 by Gordon (2013). 

 

Figure 6. A data definition with validation criteria and valid operations (Gordon, 2013, Chapter 
5). 
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A data definition template, like the example presented in Figure 6, is needed for 

successful completion of data source inventory and should be included in data 

management plan as an appendix. 

4.1.2 Data Management Benefits for the Business 

Working data management has a lot of benefits for a business but direct costs savings 

shouldn’t be expected. There are two specific areas where business benefits can be 

expected. The first area is business related and the second area is IT and systems 

related. Data availability and data quality across the business is a great benefit as it 

support the decision-making process and ensure improvement in the overall business 

efficiency. Available data ensure that the business gains can be measured through 

financial figures, which make the benefit tangible and visible. IT and systems related 

benefits are collected through costs savings in application maintenance and increased 

development productivity. (Gordon, 2013: Chapter 1.3) 

Data management can support the business to comply with regulatory, privacy, data 

protection, safety, and security requirements. Businesses must be able to provide 

authorities verifiable data about regulatory compliance. The business can be fined in 

case it fails to comply with these requirements. The business must also comply with 

privacy and data protection requirements set by authorities. The business and customer 

data must be protected from unauthorized access and misuse as this can lead to criminal 

activity as identity thefts, sabotage, breach of immaterial rights. (Berson et. al, 2011: 

Chapter 1) 

Data definitions is essential for the data management plan as this is the activity which 

ensure that the data and its source is documented in a structured way. The initial data 

cards created for the case company will be updated and follow the structure presented 

in this section. 

4.1.3 Data Management Best Practices 

There are several best practices in Data Management, according to Talend (2021).  

First, there is a need to create a Data Management Plan (DMP). This living document 

frames data management within a business and defines data usage, accessibility, 
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preferred file formats, naming conventions, archiving & backup, documentation location, 

suppliers, and data ownership. The document must be periodically revised to ensure that 

the DMP contain all changes which occur in the data environment. The DMP is also proof 

of data control for internal stakeholders like auditors. 

Second, the data storage must be defined carefully. The data storage approach must be 

defined according to the business needs and can be a data warehouse or a data lake 

which is on-premises or in the cloud. The data storage structure must be defined as well. 

The data storage structure contains parameters which ensures that the stored data is 

consistent. These parameters are the naming of files, folders, directories, and users. 

Failing in enforcing these storage parameters will eventually lead to failure in data 

management.  

As part of the above, security must also be enforced to secure the availability and 

integrity of data. A backup plan must be put in place to ensure that the data can be 

restored if lost. Also, detailed documentation of the data storage plan must be created to 

ensure continuity in case key personnel leaves the organisation. 

Third, the data sharing with the businesspeople needs to be supported and defined. The 

right location and tools for accessing the data must be identified and deployed to the 

audience of the data. (Talend 2021.)   

The best practice for data management, described by Talend (2021), is that the 

organization must develop and maintain processes which supports the data 

management, identifies inconsistencies & incomplete data, mitigate data quality risks, 

and defines how the company is collecting, storing, and processing data.  

The best practice described in this section fits the need of the case company and the 

approach will be used in the Data Management Plan. The principles of the Data 

Management Plan are described in the next section of the thesis. 

4.2 Data Management Plan 

The Data Management Plan (DMP) needed by the case Company is an action plan that 

will support the company to reach a decent level of data analytics maturity. The DMP will 
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be built on the best practices described in Chapter 4 of this thesis, but the DMP shall be 

customized according to the case Company needs. 

Athuraliya (2021) defines an action plan as following: “An action plan is a checklist for 

the steps or tasks you need to complete in order to achieve the goals you have set.” 

According to Athuraliya (2021), an action plan includes the following components: 

 A clear and well-defined description of the goals of the action plan 

 The necessary tasks and steps that have to be carried out to reach the goal of 

the action plan 

 Definition of who oversees each task 

 Time schedule, including deadlines and milestones 

 Resources needed for each task 

 KPIs for measuring the progress 

The DMP shall be created in a text document which will act as the master document for 

the DMP. The DMP should be structured as any other formal document within the case 

Company, including formal Table of Content, but shall contain at least the following 

sections: 

1. Introduction 

2. Context and Objective of the DMP 

3. Implementation of the DMP 

3.1 Education 

3.2 Data Management Policy and Strategy 
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3.3 Data Definitions 

3.4 Data Management Tools 

3.5 System Development Support 

3.6 Information Service 

4. Data Maturity Assessment 

5. The Action Plan 

6. Appendixes 

The DMP is created with the Five Pillars of the PC Factory Data Management Plan in 

mind, which are described in detail in the coming sections of this chapter. The five pillars 

are: 

 

Figure 7. The Five Pillars of the PC Factory Data Management. 
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The Five Pillars of the PC Factory Data Management in the thesis should be referred to 

in the DMP so that the reader of the DMP get a clear picture of the target data 

management setup. The strengths and weaknesses identified during the Current State 

Analysis must be included in the DMP. The weaknesses are converted as action points 

in the action plan to ensure that the weaknesses are mitigated.  

The DMP shall also contain the necessary templates to be used when following the DMP. 

The following templates shall exist as appendixes to the DMP: 

1. Data Source Card -template 

2. Report Card -template 

The DMP shall take in consideration the findings from the current state analysis, 

including possible case Company specific information, constraints or policies that might 

influence any part of the action plan. The initial action plan, including the necessary 

action points and descriptions, should be prepared and be added in the DMP. 

With this structure the DMP will fulfill its purpose for the case Company. The existing 

knowledge of the core of the DMP, the Five Pillars, are described next in the thesis. 

4.2.1 Data Sources  

A data source is where the data is initially created, or information digitalized. A data 

source can be any form of source providing the data as files, databases, web data, or 

streaming data. (Talend, 2020) 

Microsoft (2021) states that the data from the data source can be located anywhere, on 

the same computer as where the data is consolidated and used, on another computer, 

or on some other location on the internal or external network. 

According to Johnson (2020), any document which is organized for extraction of data 

can be used as a data source. Text or database files can be used in the same way 

meaning that there isn’t any need of separating these two as different kind f data sources. 

Text files are usually data extracts from applications while direct database connection 
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over Open Database Connectivity (ODBC) can also be used to retrieve data directly from 

a database. 

Many applications can utilize external data sources as sources of data. Microsoft 

products like PowerBI, Excel, Word, and Access are probably the most common 

applications with this feature. It is worth mentioning, and it is backed up by Johnson 

(2021), that a data source and its data content must be relevant for the purpose of use. 

Data sources is key for data management as they provide the necessary data from 

various systems about the activity that is wanted to be analysed or reported. The next 

step is to understand where to place the data and this will be explained in the next 

section. 

4.2.2 Data Storage 

Data storage in the case Company context is about data location and accessibility. Data 

location is the placement of the data source files from where the data is imported to the 

necessary data analytics or reporting tool for processing. The correct placement of the 

data, files from the data sources in this context, within the IT environment is crucial 

because of accessibility for data administrators and analytics tools.  

According to Gordon (2013), data accessibility can be divided in three parts: 

1. Data Security 

2. Data Integrity 

3. Recovery of Data 

These three parts will be discussed more in-depth in the following sections. 

4.2.2.1 Data Security 

Data security’s fundamental task is to protect data against any unauthorized access from 

users or systems. This is about maintaining privacy, which means ensuring that data is 
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accessed and seen only by those who are entitled to do so, but also ensuring that the 

data is not intentionally corrupted. (Gordon, 2013: Chapter 8) 

 

According to Gordon (2013: Chapter 8), access controls are needed to limit unauthorized 

access to the data. Access rights should be granted to a person or a group of persons 

who need the data for their work and the access should be granted through their login to 

the company systems. The access rights should be limited to the minimum and grant 

create, read, update, or delete rights based on the person’s need. An audit trail should 

be implemented for the data sources, if only possible, as it records any changes done in 

the data source. 

 

Data security is mandatory for ensuring accurate and reliable data, but the data security 

levels must be planned for. Data security can also be used for letting the users know 

where the data is by onboarding when access rights are granted. 

4.2.2.2 Data Integrity 

Data integrity is the opposite to data security. Data integrity ensures that data isn’t 

manipulated by authorized users. Authorized users can modify the data on purpose or 

by mistake and the risk should be mitigated either by controls or training. The optimal 

solution is a combination of both, where the user knows what he is doing while there are 

controls in place to ensure the integrity. This kind of file integrity controls are difficult to 

establish and require 3rd party software. This is out of scope of the thesis and the data 

integrity focus should be put on training the users who are using or accessing the data. 

4.2.2.3 Recovery of Data 

Data recovery is about restoring data once it is corrupted or has disappeared. The 

company must set policies in place which assess the risks associated to the data loss 

and then ensure that necessary data restore means are available to guarantee a rapid 

recovery of the data. (Gordon, 2013: Chapter 8) 

There are three types of failures and can be classified as following, as described by 

Gordon (2013: Chapter 8): 
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 Transaction failures 

 System crashes 

 Media failures 

A transaction is when some operations are done with the data. This could be copy of the 

data source, as an example. System crashes are due to faults in the hardware where 

the data is stored or due to bugs in the data management software or the operating 

system software. System crashes can even be caused by external factors like a power 

outage which shuts the system down. A typical media failure occurs when a disk loose 

its data because of some malfunction during the read or write operations from or to the 

disk. 

There are different ways how you can manage your data recovery but using a backup is 

the most used technique. 

 “The main technique used to recover after system or media failures is to restore 

a backup of the database” (Gordon 2013; Chapter 8) 

The need for a good data recovery process is obvious. The types of reasons of failures 

are also easy understand and the data backup technique and recovery time should be 

verified when creating the Data Management Plan. 

4.2.3 Data Processing  

Data processing, in the context of the case Company, is about extracting data from 

repositories and converting it to knowledge. According to Delen (2015: Chapter 3), this 

is also called data mining. There are several standardized processes for data mining and 

here I’ll focus on one of the best-known processes, called Cross-Industry Standard 

Process for Data Mining (CRISP-DM).   

CRISP-DM is the most frequently used standardized data mining process. CRISP-DM 

was founded in the 1990s in Europe, and the main objective for this development of this 

process was for it to act as a standard methodology for data mining projects. (Delen, 

2015: Chapter 3) 
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The CRISP-DM process has six steps, which are presented in Figure 8. 

 

Figure 8. Cross-Industry Standard Process for Data Mining (CRISP-DM). (Delen, 2015) 

 

Delen (2015: Chapter 3) describes the six steps of CRISP-DM as following: 

Step 1: Business Understanding – Knowing the background of the task is essential 

for succeeding with the data mining project. The managerial need must be 

sorted out as well as the specification of the business objective. Specific 

goals should be defined, and a project plan should be created for reaching 

the goals. The project plan should ensure the collection of needed 

knowledge such as responsible person for data collection, data analysis, 

and reporting. Necessary budgets should be allocated to support the 

project in case the project of such dimension that the extra funding is 

needed. 
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Step 2: Data Understanding – Understanding the data is to match the data with the 

business problem the data is used for. Different outcomes require different 

data, and it is therefore essential that correct data is used for the purpose. 

Relevant data sources must be identified and utilized. The data mining task 

should be clearly defined as this is the foundation for identifying the correct 

data sources to be used. The used data sources should also be well known 

by the data analyst or processor. Data storage location, format, data 

automation state, update frequency, and person in charge of the data 

source is information that is required to understand the data. 

Step 3: Data Preparation – Preparing data, or pre-processing in other words, is the 

most time-consuming step of the process. Data preparation is needed as 

data is usually incomplete (lacking attributes and/or values), noisy 

(containing errors), or inconsistent (discrepancies in codes or names). 

Rectifying the problems with data require a lot of effort and skills.  

Step 4: Model Building – There are many available modelling techniques, and the 

technique should be chosen based on the specific business need. Using 

different techniques for a business problem can complement each other 

and verify the outcome of the model. It is important to understand that there 

isn’t one specific technique that can be identified as the best alternative for 

a specific business problem. Therefore, it is important that the data analyst 

can use different techniques and find the right one which is appropriate for 

the business problem. Modelling is normally used in more advanced data 

analytics, like with predictive data analytics. Model building in the case 

company context can be compared with creation of reports. 

Step 5: Testing and Evaluation – This step is ensuring that the developed model is 

assessed and evaluated. The model, or report in the case company 

context, is ensuring that the outcome meets the business objectives set in 

the first step. This is an important step in the process as it guarantees that 

the outcome is reliable and can be used by the stakeholders. 

Step 6: Deployment – The deployment is about organizing and presenting the data 

is a way that the stakeholders can benefit from it. The deployment can be 
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in the format of a report. Often the deployment is done by someone else 

than the data analyst, e.g., the user of the data. 

This data processing model is simple and can be modified to the case company need. 

The data management plan should contain inputs from this section. 

4.2.4 Reporting  

Data is all around, and data is converted to information. Information has been among the 

human population since the beginning of time. About 5.000 years ago someone decided 

to start to record important information, create the first report, in an easy way by writing 

on cave walls, according to Danciu and McKibben (2017: Chapter 1).    

“Reporting can also be understood as the process of presenting the results of a series 

of research and analysis” (Finereport, 2021). 

Logianalytics (2021) defines the meaning of reporting as collecting and presenting data 

for analysis purposes. 

Whatever the report is, the report has always a goal or an objective. The report’s goal or 

objective is to deliver accurate and objective information is a structured way to meet the 

consumer’s expectation. Dashboard reports are the most common report format, but 

reports can also use tables, charts, or other widgets to present and display data. 

(Finereport, 2021)  

There are five points of best practices when it comes to reporting, according to 

Logianalytics (2021): 

1. Preparation of the reports with coming actions in mind, preparation for analysis 

in other words. The report and data should be formatted in a way that support 

quick and intuitive analysis. The column names should consistent and 

understandable by the users of the report. 

2. Make the report short enough not to confuse the report users. Work together with 

the users to understand the need and find a format that is easy to interpret by the 

users. 
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3. Ensure data security and be careful with the handling of sensitive data. Grant 

only access that is needed for specific users or groups. 

4. Create powerful web reports that are interactive and easy to navigate. Optimize 

the reports to limit the impact on the system. 

5. The reporting layer should be created on top of the most frequently used data 

sources. A data source neutral reporting solution allows you to combine data from 

traditional and non-traditional data sources, such as databases, files, and web 

sites. 

Preparing a report require definition of pre-requisite information about the report that 

should be created. According to Sisense (2021), a Business Requirements Gathering 

questionnaire could be used for collecting the necessary details prior to the creation of a 

dashboard, but the same can be applied for a report as well. The questions list is as 

following: 

Define the dashboard’s business need 

● Who is going to use the dashboards? 

● What are the dashboard business’ needs? (Summarize/ analyze/ monitor) 

● When will the dashboard be used? How timely must the data be? 

Describe success and set KPIs 

● Describe success: what is your desired business result? 

● What KPIs represents this business result? 

Identify cause and effect chain 

● What behaviours or activities will drive desired business success? 

● What are the expected intrinsic outcomes? 
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Build dashboards hierarchy and KPI architecture 

● What measures represent intrinsic outcomes? 

● How would you describe it? Build the dashboard hierarchy. 

Understanding what a report is and what it requires to build one is essential for the 

outcome of this thesis. Information gathered in this section will assist the building of the 

Report Card, which will be added as an appendix in the data management plan. The 

Report Card will act as a template for report pre-requisites collection and documentation, 

which support the data management initiative. 

4.2.5 Data Sharing 

Data sharing, in the case company context, is about sharing the data with stakeholders 

for further use, or manipulation. Shared data can be used for decision making, e.g., IT 

budgeting purposes as the case company data contain customer company PC fleet data.  

According to SCDS (S021), data sharing is referring to the framework and practices of 

data sharing instead of data itself. SCDS (2021) points also out that data sharing has 

existed for a long time, even before the era of computers and networks. The rapid 

development of technology and the digital environment has accelerated data sharing in 

a digital way during the past decade. 

SCDS (2021) lists three elements that have impacted the way data is shared. First, the 

availability of data has increased significatly along with data quality. It is nowadays easy 

and cheap to store, process, and share data. Second, the culture around data has 

evolved. People understand better the value and possibilities of data compared to the 

past. Data is seen as an asset which contain a lot of value. Third, digital transformation 

is impacting everyones lives and bring implications of digital to everyone. Instances 

regulating this domain understand the risks and possibilities of data sharing, even if 

awareness must be raised on all levels of the society. 

SCDS (2021) has also identifed opportunities related to data sharing. First, data can be 

easily shared between different stakeholders like companies and authorities. Data can 

be shared in a fast and secure way that respect laws and regulations. Second, data can 
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easily be combined from different sources, which increase the value for the user of the 

data. Third, data sharing support data-driven decision-making and lifts collaboration to a 

completely new level. 

The value of data sharing is obvious and access to data for relevant stakeholders must 

be ensured. Data sharing can increase the company performance on many levels and 

even improve the individual productivity. Data sharing gives also the necessary 

transparency for the stakeholders that are interested in the activity, like auditors. These 

stakeholders can easily get a hold of the data for further analysis. 

The Five Pillars of the PC Factory Data Management discussed in this section of the 

thesis is the foundation of the data management in the case company. Each pillar is 

described individally in this chapter as it is important to understand each pillar’s relation 

to data management. Knowledge collected in this section is used to understand the 

relevance of each pillar, as well as to collect practical information for the initial proposal 

process, which is desribed in Chapter 5. 

4.3 Data Analytics 

Data is used by businesses to make faster and accurate business decisions. Business 

analytics is used to improve business performance by describing current performance 

and predicting future business scenarios. Business analytics is also used for solving 

complex business problems in different situations. (Delen, 2015: Chapter 1) 
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Figure 9. Three levels of analytics and their enabling techniques. (Delen, 2015) 

There are three different levels of business analytics maturity, according to Delen (2015) 

as seen in Figure 9. The levels are read from the bottom upward, where the lowest level 

of analytics has least sophistication or intelligence.  

Descriptive analytics is the first, lowest, level of analytics. Descriptive analytics is 

answering the questions about what has happened and why it happened. The techniques 

used at this level are basic reporting methods like usage of dashboards, scorecards, and 

standard reports. Also ad hoc reporting activities are a part of descriptive analytics. 

Predictive analytics is the second level in the analytics maturity model. On this level the 

businesses are predicting what is going to happen by using more sophisticated means 

like statistical analysis, forecasting, time-series, and data mining. Predictive analytics 

can help the business to predict customer demand for individual products and required 

stock size for these products. Even weather forecasting, season sales peaks, and 

interest rate changes can be predicted with predictive analytics among other possibilities. 
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Prescriptive analytics is the third and most sophisticated level of business analytics. On 

this level the business is figuring out what they should do next to make the best out of 

the situation. Prescriptive analytics is using the most sophisticated techniques including 

optimization, simulation, and neural networks.  

Business intelligence (BI) is often used as a synonym for descriptive analytics where 

advanced analytics is a synonym for predictive and prescriptive analytics. 

The existing knowledge from this section describes what descriptive analytics is and the 

information will be utilized when building the data management plan. 

4.3.1 Data Analytics Tools 

There are a lot of different tools for data analytics on the market. “Business Intelligence 

(BI) software are tools which are designed to retrieve, analyse, transform and report 

data” (PAT, 2021). 

The current leader on the market is Microsoft with its product PowerBI. PowerBI was in 

2021 positioned for the third consecutive time as the leader in the Gartner Magic 

Quadrant for Analytics and Business Intelligence Platforms. (Ulagaratchagan, 2021) 

The 2021 Gartner Magic Quadrant for Analytics and Business Intelligence Platforms is 

presented in Figure 10. 
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Figure 10. 2021 Gartner Magic Quadrant for analytics and business intelligence platforms. 
(Ulagaratchagan, 2021) 

Microsoft PowerBI has the most complete vision and ability to execute, as presented in 

Figure 10. These features make the tool the most optimal tool on the market today. 

Tableau and Qlick is challenging PowerBI but isn’t considered as mature as PowerBI is 

today. 

The information in this section is clearly shows that Microsoft PowerBI as a tool is optimal 

for data analytics and reporting. 
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4.4 Data Maturity Models 

Data maturity modelling helps the business to understand on which stage the company 

is when it comes to managing and utilizing data. Company performance is correlating to 

data maturity which makes it essential to know on which stage the company is at, as this 

is the foundation of making the plan for progressing to the next stage. It is a strict, 

quantifiable, and an objective view at the data use within a company, department line-

of-business, or whatever scope is modeled. The current ratings are of interests and 

inform possible issues, bottlenecks, and urgency. What should be of any business’ 

interest is what the next level in each category looks like and making plans to get there. 

(McKnight, 2020.) 

Figure 11 represents an example of how McKnight (2020) sees what a data maturity 

model could look like. 

 

Figure 11. Example of a data maturity model (McKnight, 2020), 

According to De Onis (2016), IT and the business must cooperate to create an operating 

model that solves specific business problems based on the extracted data. This require 

that the business invests wisely and utilize the right technology at the right time, deliver 

self-service analytics in a cost-efficient way. To get to the destination of the data journey, 

the business must know where it has been and where it currently is in data maturity. 

Maturity assessment is required as trust within the organization is built by having a clear 

plan and roadmap for building the data maturity for the business. Stakeholders are rarely 
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willing to accept predictions and more sophisticated analytics without trust in the 

assessment of the current situation through metrics and KPIs. (De Onis, 2016) 

A maturity assessment should be done to establish a starting point of the development. 

The assessment should be periodically reassessed to ensure progress in the right 

direction. (Howson & Duncan, 2015) 

There are many different data maturity models created by several different companies. 

This section reviews the most relevant maturity models which serves the purpose of the 

thesis. 

4.4.1 SAS Analytical Maturity 

The SAS analytical maturity model is a tool for IT leaders who want to assess the 

organization’s analytical capabilities and state. The involvement of IT, together with 

analytics and operations teams, are important but the ownership of the analytics, 

information, and content must be taken by the departments or teams which are utilizing 

these. (SAS, 2014) 



47 

 

 

Table 5. Analytic Maturity Scorecard (SAS, 2014). 

 

The Analytical maturity model by SAS (2014) consists of five levels and the assessment 

is done in four categories, as presented in Table 5. The categories represent four 

different parts of the organization readiness and capabilities to use data analytics. The 

categories presented by SAS (2014) are: 
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1. Culture: Decision Makers Use of Data and Analysis 

2. Internal Process Readiness 

3. Analytical Capabilities 

4. Data Environment: Infrastructure and Software 

Each of the five levels of maturity has specific objectives for each category, as presented 

in Table 5. The five levels of maturity by SAS (2014) are: 

Level 1: The business decisions are made without facts. There aren’t any defined 

processes in place for data management or analytics. There isn’t any 

understanding of the data analytics requirements for the business and no 

consistency when driving projects related to data or data infrastructure. 

Level 2: The business decisions are supported by analytics but not in a consistent 

way. The internal processes related to data management are department 

specific. There is some understanding of the data analytics requirements 

for the business and the infrastructure is existing and managed. 

Level 3:  Analytics is widely used by decision makers. The data management 

processes are defined and implemented. There is a good understanding of 

the data analytics requirements for the business, but the initiatives are still 

taken per department. The data infrastructure is existing, flexible, and 

available.  

Level 4:  All decisions are backed up by analytics. Data processes are developed 

further to support the business. The analytical capabilities are centralized 

and best practices shared within the company. There is advanced 

infrastructure and software implemented within the business. 

Level 5:  The business is exploring new ways to utilize analytics. The processes 

around data and data management are mature and continuously updated. 

The business is committed to continuously use and develop the capabilities 
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of data analytics. The infrastructure is developed to support the business 

needs.  

There is a five-step journey to reach analytical maturity, according to SAS (2014). The 

steps are: 

1. Know what you’re looking to achieve. 

2. Commit resources and encourage ownership. 

3. Communicate regularly and in a structured way. 

4. Invest in analytics for the long term in a disciplined way. 

5. Develop the capabilities to do predictive analytics.  

It is obvious that the current data analytics maturity level of the case Company, according 

to the SAS analytical maturity model, is Level 1. A second alternative for BI and analytics 

data maturity is needed to get a better view of what is expected to get to the next level. 

The alternative data maturity model is presented in the next section. 

4.4.2 IT Score Overview for BI and Analytics 

The Gartner IT Score maturity model is a management tool for IT leaders. The IT score 

maturity model is a tool for identification of the current maturity level of business 

intelligence and analytics within an organization. The tool will also point out which 

initiatives the organization must reach to achieve maturity levels, and as such the model 

also help the organization to create a roadmap for improvements needed for achieving 

the next maturity level. The maturity model can also be used when justifying the value of 

increasing the maturity of business intelligence and analytics to business managers. A 

business intelligence development program requires human resources, personal skills, 

defined processes, metrics, and the right technologies for the purpose. (Howson & 

Duncan, 2015) 
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Figure 12. BI and Analytics Maturity Model (Howson & Duncan, 2015). 

The BI and Analytics Maturity Model by Howson & Duncan (2015) consist of five levels 

as presented in Figure 12. 

Level 1: Unaware – The demand for business intelligence and analytics is ad hoc. 

The decision-making is unstructured and lacking processes and practices. 

There is no information infrastructure, processes, or performance metrics. 

Level 2:  Opportunistic – Business units manage their own business intelligence and 

analytics projects. These business units have their own tools and 

information infrastructure. The business units have dedicated IT 

organizations. The process modeling is usually missing, and the usage of 

the existing tools isn’t efficient. Analytics outcomes are mainly reporting, 

and dashboards which contain business or domain specific content. 

Level 3: Standards – Company-wide coordination has started through the 

establishment of competence or analytics excellence centers. Technology 
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standards including architecture, business intelligence platforms and data 

warehouses are being put in place. No consistent sharing of data or 

analytics models between business units. Only some sharing of processes, 

and resources occur. 

Level 4: Enterprise – The top management of the company is sponsoring business 

intelligence and analytics projects and initiatives. There is a company-wide 

framework of performance metrics which are directly linked to the company 

strategy and objectives. The company decision-making is supported by the 

established business intelligence applications. Common company rules, 

models, and practices are applied to mitigate issues with fragmented data. 

Level 5: Transformative – Business intelligence and analytics has become a 

strategic initiative and is sponsored by the company chief executive officer 

(CEO) or chief analytics officer (CAO). All parts of the organization are 

working closely together with a focus on generating business value. 

Information and data are seen as a strategic asset, and these are used to 

generate income streams for the company. Processes and models are now 

standardized which support the decision-making. 

The existing knowledge for BI and Analytics Maturity Model by Howson & Duncan (2015) 

confirm the data maturity level of the case Company as Level 1, as discovered in the 

previous section. These two data analytics maturity models will assist the case Company 

in understanding the current level of data analytics but also assist in the thesis when 

defining the DMP action plan. 

4.5 Conceptual Framework of This Thesis 

The conceptual framework for this thesis is presented in Figure 13. The conceptual 

framework consists of three main themes discussed above that are put together to build 

the foundation for a Data Management Plan. Each theme is addressing a set of questions 

which are relevant when building the proposal in Section 5 of the thesis. 
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Figure 13. Conceptual Framework of this thesis. 

First, data management is defined. Data and its various forms must be described as a 

part of data management, as data is a fundamental part of data management. Data is a 

part of the foundation for the thesis as data is the core element of the outcome of the 

thesis. In addition, the Data Management Plan (DMP) as a definition must be defined so 

that the structure and content of the plan is clearly identified. These elements support 

the creation of the DMP. Gordon’s (2013) wheel of activities and deliverables of data 

management, which is presented in this section, is relevant for the outcome as it is 

responding to several weaknesses found during the Current State Analysis. These 

weaknesses are: 

1. Lack of policies and information flow regarding Data Storage 

2. Lack of knowledge and skills regarding Data Reporting 

3. Lack of practices and policies regarding Data Sharing 

The Five Pillars of data management is also addressed for describing the best practice 

of the five pillars in the context of the thesis. 

Second, data analytics is defined. Data analytics is an essential part of the managing 

and presenting data. Data analytics is essential for any business to understand and 

present the business activity. The weakness of “Lack of reporting/reports”, as presented 

in Table 4, is directly linked with this section and therefore the section is relevant for the 

thesis.  
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Third, data maturity models provide the measurement tools for evaluating the current 

state of data maturity within a business. Understanding the current state is essential for 

making the right decisions. Data maturity models provide as well clear demands and 

objectives for the different maturity levels, which is of great help when creating the data 

management plan and developing it in the future. A data maturity model will be used in 

the DMP as measurement of the need for actions, which means that actions in the action 

plan will be based on requirements for reaching the desired maturity level. 

As a summary, for building the Data Management Plan in Section 5 these concepts and 

tools were necessary to scrutinize: (1) what constitutes data and data management; (2) 

how to use data analytics; and (3) how to use data maturity models when building the 

Data Management Plan.  

The existing knowledge findings will guide the Data Management Plan in the proposal 

building phase in the next Section of this thesis. 
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5 Building Proposal for the Data Management Plan 

This chapter of the thesis focusses on the proposal building stage of the Data 

Management Plan. The proposal building stage is based on the findings from the current 

state analysis and the existing knowledge conceptual framework, which were presented 

in the previous sections of the thesis. This chapter is divided in two sections which 

include the overview of the proposal building stage, and findings from Data 2. The initial 

proposal is attached in the thesis as Appendix 6. 

5.1 Overview of the Proposal Building Stage  

This section presents the steps used during the proposal building stage of this study. 

The Proposal, the Data Management Plan, will address the weaknesses found during 

the Current State Analysis stage. The main weaknesses were related to the lack of 

internal policies & practices, skills, and reports. 

The best practices, described in the previous section, were related to what is necessary 

to create a data management plan, what the identified five pillars should contain, as well 

as what data analytics means and how its maturity is measured. All these parts were 

relevant for building the proposal. 

First, the initial master Data Management Plan (DMP) document was created together 

with the necessary templates listed in the DMP appendices. This was necessary as the 

master document was completed during the following steps of the proposal building 

stage. The templates were also tested and used by the organization as basis for 

providing feedback and input for the proposal during the building stage. 

Second, the Data 2 data collection was conducted. Data 2 contained two internal 

stakeholder interviews which were: the SGTS Director and the PC Factory Team Leader. 

The interviews were important for the proposal building stage as each interviewee had 

to present their expectations and requirements for the content of the Data Management 

Plan.  

Third, the initial master document was updated with the information and data collected 

during data collection Data 2. This step ensured that the feedback collected during the 

Data 2 data collection stage was taken in consideration and implemented in the proposal. 
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Figure 14. Building the Proposal rationale. 

The rationale of the building the proposal is presented in Figure 14. The three steps 

present a logical approach to building the proposal and ensured that the stakeholders 

were heard, and their requirements & proposals were included in the proposal.  

Building the proposal, in the context, was a process where the stakeholders, also 

validators of the outcome, were a part of the creation process. The stakeholders’ input 

and feedback were asked when the initial proposal had been created. The input and 

feedback were discussed with each one stakeholder providing feedback individually and 

documented in field notes. All input and feedback were taken in consideration to make 

the data management plan as suitable as possible for the case company. The 

involvement of the stakeholders in the building phase meant that the final validation 

would be a short process as the validation would be a part of the build phase. 

5.2 Findings from Data 2  

The initial proposal, document version 0.1, was sent to the stakeholders listed in the Data 

2 data collection. The stakeholders were asked if the document is easy to read, if the 

stakeholder has any input or feedback, and if there are any other comments the 
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stakeholders wanted to share about the initial proposal. Each stakeholder provided input 

and feedback which was tracked, analyzed, and reviewed together with the stakeholder. 

The feedback was very positive, and the work was appreciated. The structure of the 

document and content was clear and understood by the stakeholders. The input and 

actions the input generated is presented in Table 6. 

Table 6. Data 2 input and actions. 

Input Action 

Easiness of understanding the DMP 
document text. Abbreviations were asked 
to be put in a glossary.  

Addition of Chapter 8 - Glossary 

Clarification on GDPR compliance Added an action point in the Data Management 
Policy where the GDPR compliance has to be 
mentioned. The DMP itself do not use nor treat 
personal data. 

Clear statement of Why DMP? The Introduction was updated with a clearer 
description of the objective of a DMP. 

Figure 5 should be updated with the Data 
warehouse 

Figure 5 was updated. 

Structure of document could be clearer  Not a part of the thesis as the document 
template is used by the case company 

Typo correction on page 4 Corrected  

 Unclear statement on page 8, chapter 
4.2 and point 1b. Should state What data 
is being used within the organization? 

The header of point 1b on page 8 corrected. 

The actions, generated by input and feedback, were documented in the field notes of the 

interviews (Appendix 5), and implemented in the document. The stakeholder input and 

feedback were written in the 0.2 and 0.3 versions of the document. Document version 

0.2 was updated with the feedback from the SGTS Director and document version 0.3 

was updated with the feedback from the PC Factory Team Leader. The document 

version 0.3 was finally sent to the stakeholders for final approval. Document version 0.3 

was converted to the official version 1.0 after the validation and approval of the document 

as the final version. The documentation of the approval was done in the Data 2 field 

notes by adding question 5 “Do you approve document version 0.3 as the official version 

of the DMP?” and completing the answers when approved.  
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The initial proposal, document version 0.1, is added in the thesis as Appendix 6 and the 

final version, document version 1.0, is added in the thesis as Appendix 8. The validation 

of the proposal is discussed in the following section. 

6 Validation of the proposed Data Management Plan 

The validation of the proposal is presented in this chapter of the thesis. This chapter 

discusses how the proposal was perceived and what kind of feedback was received from 

the key stakeholders.  

6.1 Validation as a part of the build phase 

The validation of the proposal was partially included in the building the proposal section 

of the thesis. The key stakeholders, the SGTS Director and PC Factory Team Leader, 

were involved in building the proposal through interviews, where they provided feedback 

about the initial proposal and evaluated the proposal during the build phase. The content 

of the initial proposal was updated, along with new version numbers, based on the key 

stakeholders’ feedback and evaluation. The key stakeholders approved document 

version 0.3 as the outcome of the thesis. Document version 0.3 was converted to the 

first official version of the document, version 1.0. 

6.2 Summary of the Final Data Management Plan 

The validation of the data management plan, data collection Data 3, was finally a 

discussion about the implementation of the thesis outcome, the Data Management Plan. 

Possible consequences and impact on the organization were also discussed and 

speculated, as similar initiatives haven’t been implemented before within the case 

company and experience in data management is limited.  

The feedback on the outcome of the thesis was positive and value well understood. The 

outcome was identified as a very technical and detailed document which implementation 

require time and effort. It was considered that the case company will raise the 

professionalism within its activity by following the data management plan, and by doing 

so get in control of and utilize the data for the benefit of the company. 
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Table 7. Data 3: Feedback summary  

 

As seen in Table 7, the key stakeholders seemed satisfied with the outcome and had 

only a few constructive or feedback comments. The positive feedback was about raising 

the professionalism within the organization, getting in control of data, and the fact that 

the study is backed up with facts and existing knowledge. The neutral comment is a 

comment about the change that the implementation of the outcome will present. The 

constructive criticism or feedback was related to the technical content of the document, 

challenges with change and the continuous maintenance of the documentation after the 

implementation. The outcome was validated according to the plan, through Data 3, and 

is considered successful. 
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7 Conclusion 

This chapter of the thesis summarizes and evaluates the study from the objective 

definition to the outcome. 

7.1 Executive Summary 

The Saint-Gobain Technology Services Nordic & Baltic (SGTS NB) PC Factory was 

established in 2018 with a focus on delivering excellent PC life-cycle services for the 

Saint-Gobain companies in the Nordic & Baltic region. The PC Factory activity was 

established from scratch, as the service was previously outsourced to an external 

supplier. The creation of the activity took time, and the main effort was put in the 

service delivery, and data management wasn’t in focus. The need of data management 

emerged as the activity grew as issues were identified in the daily operations. Missing 

insight on the activity along with customer reporting was lacking as well as internal 

policies, and skills to manage the data populated around the PC Factory services. The 

objective of this thesis was to create a data management plan, which would address 

the issues related to data management within the PC Factory activity. 

First, the objective of this study was to identify the current situation within the PC 

Factory when it comes to data management. The aim was to identify strengths and 

weaknesses in the current data processes and operations. The thesis research used 

both qualitative and quantitative methods. The qualitative research consisted of in-

depth interviews with relevant stakeholders while the quantitative research consisted of 

a customer survey, which was addressed to the IT-decision makers of the Saint-

Gobain companies in the Nordic & Baltic region. Second, the study included an 

analysis of existing knowledge, including best practices, about data management 

suitable to be implemented in the PC Factory. Third, the proposal of the data 

management plan was built together with stakeholders within SGTS NB and the 

outcome was finalized when the stakeholders approved the document. The overall 

process, including analysis and summary, took approximately a year to complete. 

The information collected during the study was done with the help of three data 

collection rounds (Data 1 – 3). The first round (Data 1) collected information about the 

current situation within the PC Factory through key stakeholder interviews, a customer 
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survey, and an internal team workshop. It was discovered that data management 

policies and skills were missing which led to missing reports and excessive manual 

work. All these points contributed to the data management inefficiency experienced 

within the PC Factory. The second round (Data 2) collected information about the 

proposal and its development through interviews of key stakeholders. This data 

collection round as aimed to collect feedback about the first draft of the data 

management plan to ensure that key stakeholder feedback and input was received, 

analyzed, and needed changes applied in the final version of the data management 

plan. The third (Data 3) and final round collected information about the validation of and 

thoughts about the final version of data management plan through interviews of key 

stakeholders. The analysis of existing knowledge revealed that existing models for data 

management and data maturity assessment exist, and suitable models were chosen to 

be implemented in the outcome of this thesis. 

The result of this thesis, the data management plan, is targeting a specific business 

problem which is causing ineffectiveness and lack of control within the activity. The 

data management plan is written in a way which makes it possible to replicate, with 

modifications, to other parts of the organization, which makes the data management 

plan valuable for the organization.  

The data management plan addresses the six activities discovered during the analysis 

of the existing knowledge. By following the steps in the data management plan, the 

organization can get in control of the data, start utilizing the data more efficiently, and 

build the foundation on which the following developments around data management 

can be built. The six activities, which is the foundation for data management in this 

thesis, are: education, data management policies and strategy, data definitions, data 

management tools, system development support, and information service. The final 

data management plan contains a detailed action plan, which is targeted for the PC 

Factory, to ensure a structured implementation of the proposal. The implementation 

requires effort and resources, but the benefits of implementing the data management 

plan are obvious, as discovered during the data 3 interviews. The organization can 

assess the current data maturity with the help of the data maturity assessment as well 

as understand the requirements of reaching the following level, which is essential for 

further development of data management and moving toward a data-driven activity. 
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The proposal was built together with stakeholders, who validated the versions of the 

proposal, and the proposal was finally approved in the end of the build phase. This 

means that the validation of the final version of the data management plan was done 

by people who were a part of the creation process. The data management plan is, 

considered by key stakeholders, to be ready to be implemented within the PC Factory 

as such. The feedback from the PC Factory team leader is positive and the value is 

identified. It is also agreed that the data management plan will be implemented 

according to the action plan defined in the document. Some adjustments in the internal 

processes are required to ensure the continuous development of data management 

within the organization. 

As a conclusion, a clear data management plan is needed for growing organizations as 

the data populated in the various data sources are difficult to manage. The data 

management plan helps the organization to identify, structure, and utilize data 

efficiently while data maturity assessment is assisting the organization to identify the 

current state of data maturity in addition to understanding what it requires to get to the 

next step of data maturity. 

7.2 Next Steps and Recommendations  

There are some points to take in consideration before continuing with the implementation 

of the Data Management Plan.  

First, ensure proper resourcing for the facilitation of the project. Project management and 

facilitation efforts are needed and should be taken in consideration when planning the 

implementation. Necessary resources, especially human resources (time), must be 

allocated to guarantee a successful implementation of the data management plan. 

Second, the data management plan doesn’t give the answer to all questions within the 

organization around data management. This means that additional planning work is 

needed even if the tasks are listed in the action plan. In addition, the working environment 

is constantly changing which means that data sources, stakeholders, and report needs 

should be re-assessed during the project.  
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Third, the data management plan is created for correcting the current weaknesses. 

Delaying the implementation might lead to a mismatch between weaknesses identified 

during the current state analysis and current weaknesses, which means that the 

weaknesses should be re-evaluated before the initialization of the project. 

The implementation of the data management plan is possible, and should be a success, 

if the points above are taken in consideration before the initiation of the project. Following 

the action plan will lead the organization toward a data-driven activity, but the project will 

impact the organization during the implementation phase. Maintaining the momentum 

after the implementation of the data management plan, continuing the development of 

data maturity, and driving the change within the organization will require strength and 

focus from the leaders but all of this is possible to achieve. 

7.3 Thesis Evaluation  

The objective of the thesis was to create a Data Management Plan for the Saint-Gobain 

Technology Services Nordic & Baltic (SGTS NB) PC Factory. The outcome of the thesis 

was a concrete data management plan, tailored for the case company. The objective 

and the outcome of the thesis are in line which means that the outcome of the thesis met 

the objective of the study. 

To ensure the construct validity of the thesis, several methods of data collection (e.g., 

triangulation) were used based on several data sources. The data collection methods 

used were interviews, a questionnaire, and a workshop. The internal validity was 

validated by the case company and the validity was positive as the data management 

plan is considered applicable within the case company. In this study the final data 

management plan can be utilized in other domains of the organization and therefore the 

external validity can also be considered as positive. All these measures were aimed to 

ensure the validity of the study. 

Reliability, according to Yin (2009: 40) requires that the research steps in a study can be 

repeated with the same results. In this study, the conceptual framework is based on the 

current best practice and data collected from current employees and stakeholders. The 

study is considered reliable at the time of conducting the study, but it will be outdated in 

the near future due to the emerging development of IT in general. 
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The study provides the case company with a concrete plan to implement best practice 

data management. The data management plan is rather easy to replicate in other 

organizations, as the plan is formulated according to the best practice structure, even if 

written for the specific business problem. The data collected and information gathered 

for this study were from reliable sources and stakeholders, which makes this study 

credible and reliable. 

7.4 Closing Words   

The final section of this thesis is dedicated to my own reflection on thesis and process of 

writing the thesis.  

The problem in the business case isn’t specific only to the case company. The world is 

moving toward an environment full of data, which means that the need for a structured 

way of managing data is needed within all organizations. It is evident that a lot of 

companies, large and small, haven’t reached or even started the journey toward this 

data-driven world. The case company had identified the need, but the tools and means 

were missing so something had to be done.  

The outcome of the thesis, and the feedback within the case company, is very satisfying. 

The concrete outcome, in the sense of a concrete and tangible plan that generate value 

for the business, isn’t an everyday production. The process of writing the thesis was long 

and even painful at times. I had to use a lot of time in identifying the right sources for 

best practices and translating these to something that could be used within the case 

company.  

I have personally learnt a lot during the master’s thesis writing process. I’ve realized that 

the structure of the thesis can be used in daily work as the gate model can be 

implemented in any development situations. In addition, I’ve become an expert in a topic 

that is currently changing the world. I feel really privileged to have had the opportunity to 

write a thesis of this topic.  

Finally, my employer will benefit of the outcome of the thesis which will hopefully have a 

long-lasting effect on how the company manage data.  I believe that this thesis is of 

benefit to all parties involved.
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Data 1 - Interview Field Notes 

Example 1: Interview of Teppo Hallamaa, SAP FICO Team Leader 
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Example 2: Group interview of Tuomas Paavola and Jukka-Pekka Knuutinen 
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Data 1 - Customer questionnaire & answers  
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Data 1 – Workshop Field Notes 
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Data 1 – Workshop Data Source Cards 
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Data 2 – Interview field notes 

Example 1 
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The Proposal – Data Management Plan – Version 0.1 
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Appendix 7 

  4 (4) 

 

  

 



Appendix 8 

  1 (22) 

 

  

The Final Outcome – Data Management Plan – Version 1.0 
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