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Nokia Siemens Networks is a company producing Tefenunications hardware,
software and services. Th&%23% and 4" generation mobile base station hardware and
software development is a fast paced process, &aedctistomer requests and
environmental changes have to be implemented arifiedein a matter of months, even
weeks. According to the current way of working tthevelopment is separated into

iterations in which a part of desired featuresiam@emented.

Both hardware and software development also havetantional faults and bugs
implemented into the system. These problems anddbeections are followed closely
throughout the organization. The desired stateh#& the faults are identified and
corrected as fast as possible. At the moment tiier@inacceptable delays in these faults

correction times.

In a tight competition situation it possibilitiea\e to be searched to bring research and
development costs down. The market leadership ipraduct also requires new
innovations on the fault correction side of the iteokbase station developing

organization.



In this thesis, methods for speeding up the faalrection process are studied. In
addition the ways to improve current processes/tadafuture faults are studied. After
all, there is never too much effort put in the éastelivery of a fully functioning system

into the market.
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Asiasanat
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Nokia Siemens Networks Oy on telekommunikaatioalaitteita, ohjelmistoja ja
palveluita tuottava yritys. 2., 3. ja 4. sukupolverobiilitukiasemien laitteiden ja
ohjelmistojen tuotekehitys on nopeatempoinen pisgs asiakkaiden tarpeet seka
ympéaristomuutokset tulee implementoida ja veriffoichuutamien kuukausien, jopa
viikkojen aikana. Taméanhetkisen toimintatavan muk&V ja HW kehitys on jaettu

iteraatioihin, joiden aikana osa valmiin tuotteenimaisuuksista implementoidaan.

Seka laitteiden ettd ohjelmistojen kehityksessppgtelmaan tehdaan myos tahattomia
virheitd. Na&ita virheita ja niiden Kkorjausta seaeat tarkasti jokaisella
organisaatiotasolla. Tahtotila on, ettd virheebf@elmat tunnistetaan ja korjataan niin
nopeasti kuin mahdollista. Télla hetkella korjangga on viiveita, joita on mahdoton

hyvéaksya.

Tiukassa kilpailutilanteessa taytyy etsid uusia dadilsuuksia yhtion juoksevien
kulujen minimoimiseksi. Markkinajohtajuus tuotteelVaatii yritykselta innovaatioita

myds vikojen korjaamistydssa.

Tassa tyossa tutkitaan tapoja nopeuttaa vikojenaksaikoja. Lisdksi nykyisiin
prosesseihin etsitddan parannuksia vikojen valtksis tulevaisuudessa. Tuotteen
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nopeamman markkinoille toimittamisen saavuttamisekkuitenkaan ikina voi tehda

likaa tyota.
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DEFINITIONS AND ABBREVIATIONS

2G 2! generation mobile communications
3G 3% generation mobile communications
4G 4" generation mobile communications
APO Area Product Owner

BBM Baseband Module

BTS Base Transceiver Station

CCM Control and Clock Module

CN Change Note

HW Hardware

&V Integration and verification

ME Mobile Equipment

OoDwW One Days Work

NSN Nokia Siemens Networks

OBSAI Open Base Station Architecture Initiative
PO Product Owner

R&D Research and Development

RFM RF Module

RP1 Reference Point 1

RP2 Reference Point 2

RP3 Reference Point 3

SPO Supporting Product Owner

SW Software

™ Technical Manager

TPM Transport Module

UE User Equipment

WCDMA Wideband Code Division Multiple Access
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1 INTRODUCTION

The 3° Generation Partnership Project (3GPP) is an osgéinhal instance responsible
for defining the requirements for the equipment aedvice vendors in the mobile
industry. It is responsible for unifying th&23° and 4" generation mobile technologies
in a way that every mobile device supporting carsandards can function correctly in
a network supporting the same standards. Movimgda with the generations the
amount of data and mobile subscribers in the nétwas increased dramatically. This
puts the weight to the needed features and furalit@s providing organisations
shoulders. Today it is not enough that the neededtibnality is there. A company has
to be the first to come up with a feasible soluttongain the market advantage. If a
proposition for standard is accepted by the 3GRH#egommunication hardware (HW)
and software (SW) producing company can gain aiderable asset since others then
have to come up with a similar solution to follometstandard. To get this advantage a
company must focus on both feature and procesdajeuent. The Features have to be
on the market on time to gain a market share on #ve leadership. To be able to be the
first, a company must develop world class procedsesninimise the faults and

maximise the quality of their product.

Feature development is a process dedicated todingvthe market with new products
and features or improvements to the existing olkesntaining the provided equipment
is also a part of the feature development. In tludbila industry, feature development
consists of mobile phones and network equipmenpriwvide a data transporting
medium to the mobile subscriber. This is furthevidBd into HW and SW for the
different network elements. The HW development g&suon providing the most cost
efficient and reliable components with the needapabilities to support the standards
and planned SW features. Nowadays even economigsdtiqns such as low power
consumption and thermal abilities are one of thefketors from the HW development
point of view. Production processes mature and H#hufacturers aim to make their
products simpler and simpler while the network comgnts have to cope with the ever
accelerating demand for capacity. This leads toraptex SW. The SW development
focuses on providing the HW with the rules of cguofiation, communication and the
usage of internal and external interfaces.

11



The process development aims to the efficiencyheffeature development. Creating
powerful tools to produce and test the featureacing faults and keeping these
processes up-to-date is very important to reduee dbsts for the company. The
business impact of a poor quality in both HW and 8& be a question of life and
death for a company. Some amount of faults is tably created in the feature
development but a poor overall quality is a restilpoor processes where those faults
are not found during the development. In worst ¢heg are implemented as a part of a
customer solution and found in the field use. A ta®d accurate correction of the faults

found is absolutely necessary.

1.1 Scope of thesis

In the BTS design, integration and verification geoms and faults occur in both SW
and HW. A constant effort is put in the identificet and the removal of those faults as
early as possible. After all the later in the psscéhe problem is identified the more
expensive it is to fix it. This thesis identifiesoplems in different mobile base station
(BTS) researches and development (R&D) relatedgss®s. It aims to find solutions
for a more efficient fault correction and puttingw ideas and features into action. A
method for analyzing the best possible order aedirttportance for the execution of
these tasks is introduced. The fault correctiorcgss of a BTS specification team and
methods for improving this process are studied. diheis to tackle the effort put in the
fault correction and speed it up. The study issfieid with effort estimations and
proposals for possible tool and/or process devedopnThe thesis focuses on the BTS
specification side of R&D and the proposals arentydiocusing on improving this part
of the R&D at the Nokia Siemens Networks Oy (NSN&OR Nowadays even
globalisation and the multi-site structure of trempany having dozens of different
nationalities have an effect on the easiness ofnmamnication but this point of view is
not to be taken into account in this thesis. Itldaerve a purpose as a further study
item.

The thesis is divided into chapters that splintbilogical entities. Chapter 1 gives an

overall description of the scope and the reasorthiarthesis. Chapter 2 describes the
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used BTS design principles, processes, tools antlade for the fault identification at
NSN. Chapter 3 concentrates on identifying the lemols in the processes and tools
used for the fault correction. Chapter 4 descrthesstudy process and methods to find
additional development that could be made to imprine described tools and processes
further. Chapter 5 sums up the effort estimationd additional improvements and
analyses their impact. Chapter 6 concludes theysind the learning process during the

making of the study.
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2EXISTING METHODSAND TOOLS

There are principles used in both the process eatlife development and verification
at NSN. The following sections outline these toalsd processes used for feature

development at NSN.

2.1. OBSAI

At NSN, the BTS product family design and the veafion of the interfaces and
modules is based on the OBSAI architecture. OBSikdo create an open market for
cellular base stations. An open market substaytiaiuces the development effort and
costs that have been traditionally associated wittating new base station product
ranges. Since OBSAI was first established in Sep&n2002, its member companies
have worked together to produce a complete setntd#rface, hardware and test
specifications. These enable the production of ksiagon modules to fit any base

station utilizing the OBSAI interface specificatgor{l.)

In the OBSAI compatible model the Base Stationivédeéd into four modules, the RF
Module (RFM), the Baseband Module (BBM), the TrawsgModule (TPM) and the
Control and Clock Module (CCM) which is illustratedFigure 1. There are also three
internal interfaces described by OBSAL. (2, p.10)
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FIGURE 1. Reference architecture of a WCDMA baagast (2, p.10)

Internal interfaces defined by OBSAI are RefereRomt 1 (RP1), Reference Point 2
(RP2) and Reference Point 3 (RP3). An RP1 interfspdaced between CCM and other
three modules. RP1 defines the interface for thehaxge of CCM signals. Also, the
Control and Management Plane message transfer éetihe CCM and the BBM is
handled via RP1. Management Plane messages astetrad also to RFM and TPM.
An RP2 interface is located between BBM and TPM2R$used for interchanging
User Plane data. An RP3 interface can be found detwBBM and RFM. RP3

interchanges formatted air interface user datafastccontrol data. (2, p.11)

2.2 Process models of NSN

The following chapters describe the process modett are used in the BTS

specification and implementation at NSN.
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2.2.1V-Mode

V-model has been used as a backbone in the SWindiesiting at NSN (formerly Nokia

Networks) for over 20 years. Software testing ie@important part to leave to the end
of the project, and in the V-Model the testing irprates into the entire software
development life cycle. In a V-model diagram, thegddceeds down and then up, from
left to right depicting the basic sequence of depeient and testing activities. The V-
model highlights the existence of different testlegels and depicts the way each of

them relates to a different development phase 489 ,Figure 2.

Requirement | % % Acceptance Test | Accepiance
Analysis - Design Testing
i -~
e
" - 'S
: L e SystemTest | _
System Design ;Q Design Systern Testing
P
-
-
"y g
Architecture Integration Test | Integration Testin
Design P Design g ' esting
s
Maodule Dasign Unit Test Design Unit Testing

-
™ ¥
N #

Coding

FIGURE 2. Flow chart of V-Model

The Requirement Analysis is the first step in tleefication process. At this stage the
project and its function are decided. Thus, a gréeal of brainstorming and
documentation reveals what is required to prodhaé firogram or product. During this
stage the employees do not discuss how it is gtwnge built but it is going to be a
generalized discussion and a user requirement deatura put forth. This document
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carries information regarding the function of thestem, performance, security, data,

interface etc. (3.)

The next phase is the System Design. As the nantbeophase suggests, here the
possible design of the product is formulated. loisnulated after keeping in mind the

requirement notes. While following the documenttshere is something that does not
fit in the design, the user is made aware of it emahges are accordingly planned. The

diagrams and the data dictionary are also prodat#us stage. (3.)

The Architecture Design, also known as the compuateshitecture design or the
software design, should realize the modules anduthetionality of the modules which
have to be incorporated. In the Unit Design, trehiéectural design is again broken up
into sub units so that they can be studied andaegdi separately. The units are called

modules. The modules can separately be decoddtelgrogrammer. (3.)

The testing levels of the V-model are: Unit Testingh a definition of a unit being
<1000 rows of code, Integration Testing where thests are gathered into entities and
their interfaces verified, System Testing in whible components of the whole system
are brought together and their internal and extefumactionalities are verified. A
separated Acceptance Testing is executed afteByseem Testing. The module tests
are performed on the units during the Coding phalke.programmer of a unit owns the
unit and is responsible for testing it or gettibhgeisted against the module design and

architecture design specifications and findingtedl faults contained in it.

The biggest advantage of using the V-Model is tngry stage is tested. As the
Analysis and Design phases reflect the Test Degimses, the testing phases get the
needed info for test preparation in an early enostgige. The disadvantage of the V-
model is that it assumes that the requirements atochange. The design is not
authenticated. The Requirements are not verifiddeakh stage there is a potential of
errors. The first testing is done after the desimodules which is very late and costs

very much. (3.)
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In the current mobile network market the problenthwising the V-model is that the
requirements tend to change by a substantial amdunhg the process. A tight
competition makes the mobile network equipment jgliog companies compete for
customers. Their needs are listened to and trid tmade real even if the request does
not necessarily cope with the original plans. ThHeage been attempts to diminish the
disadvantages of the V-model at NSN by arrangisgpections all the way down from
the Requirement Analysis to the Coding and diffefieest Design phases. The target is
to make the design versatile for changes in theréuand also during the process. The
basic idea is also to tackle problems as earlyoasiple and not let flaws in the design
scatter into later phases and multiply. An effitierspection requires participants for
starters to attend and take part into the inspectRarticipation and a deep level of
competence and understanding of the inspector’'sregponsibility area is required. An
unattended inspection or an inspection with pgordicts with no real knowledge of how

the product to be designed should work will leagroblems.

Problems in SW and HW occur in the upward flow ghakthe V-model starting from
the Coding. This is the first phase, where thegieséquirements are put into action by
developing actual HW and SW products accordinghét Inspecting the code helps
remove problems from it before it is put to testahy case, the faults generated in the
coding and design are not always found in inspasti@ solid, well designed testing

process for the upward V-model flow is needed.

222AGILE

Agile development is a newly adopted iterative ammtemental methodology at NSN
where requirements and solutions evolve throughctiilaboration between the self-
organizing, cross-functional Feature Teams (FTge ($igure 3) Having AGILE
principles in use has been proven to be beneficiahost companies over rather an un-

flexible V-model.
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= Client pricritized product = Features assignedio {"' Working Code Ready
features Sprint i forDeployment
» Estimated by team | Time-boxed
» Team Commitment | TestiDevelop
ProductBacklog Backlogtasks vV "
SprintPlanning Meeting ' ' Daily Scrum Meetings ' SprintReviewMeeting
- Review Product Backlog - Donesincelastmeeting - Demo featurestoall
- Estimate Sprint Backlog - Planfortoday = Retrospective on the Sprint
= Commit - Roadblocks/Accelerators? Adjustments

L 2

Time-boxed “Sprint” Cycles

FIGURE 3. Agile SW development (4)

There are twelve principles in the Agile Manife§ including:

1. Customer satisfaction by a rapid delivery of a uksbftware
o The highest priority is to satisfy the customerotigh an early and a
continuous delivery of a valuable software.
2. Welcome changing requirements, even late in theldpment
o The harness of the Agile process change for theooes’ competitive
advantage.
3. Working software is delivered frequently
o From a couple of weeks to a couple of months, witireference to the
shorter timescale.
4. Working software is the principal measure of pregre
5. Sustainable development, able to maintain a conptase
o The sponsors, developers, and users should be tablaaintain a
constant pace indefinitely.
6. Close, daily co-operation between business peoplalavelopers
o Work together daily throughout the project.

7. Face-to-face conversation is the best form of comoation (co-location)
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o The most efficient and effective method of conveyimformation to and
within a development team
8. Projects are built around motivated individuals ovemould be trusted
o Give them the environment and support they need tiaust them to get
the job done.
9. Continuous attention to technical excellence aratigtesign
o Attention to technical excellence and good desigm@ces the agility.
10. Simplicity
o The art of maximizing the amount of work not dorseesgsential.
11. Self-organizing teams
o The best architectures, requirements, and desigmsge from self-
organizing teams.
12. Regular adaptation to changing circumstances
o At regular intervals, the team reflects on how ézdime more effective,

then tunes and adjusts its behavior accordingly.

The problems that underlie in aiming to be agileN&N are not easily solvable in a
multi-national, multi-continental business with $eof thousands of employees working

for dozens of different SW and HW projects.

From the BTS Specification’s point of view prina@pl is faced with a complex SW that
needs much work from different teams to impleméet new requests. To avoid this,
the specification is needed to be split into smafiough entities so that the

implementing can be done in a very short time geaba few weeks.

Having relatively heavy and unaligned CN process use with the design,
implementation and testing makes principle 2 affeetwhole process. Principle 3 faces
the same obstacles as principle 1. Having the pidisgifor a frequent SW delivery

needs an excellent quality and flexibility alsonfréhe specification.

Principle 4 is met with different tools that follotive progress even from other aspects
than from the maturity of the SW. The tasks noedliy related to the coding or

verification of the SW such as documentation am@vite present in the case company.
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Principle 5 faces the problem in the specificatwith individuals having a massive
amount of work at times and much less work at otlmees. This comes down to an
accurate analysis of tasks and knowing the workimgrs to be done for each task to be
in the ‘done’ state. Understanding the requiremé&ntsiore important than before and

guestions have to be asked to avoid misunderstgsdin

Principle 6 is probably the most difficult to penio due to the scattered teams and

organizations. Business is often somewhere elsettteadevelopment.

Principle 7 falls into the same category as theiptes. It is simply not possible to have
face-to-face conversations with people, who arene team but located in another

continent at the worst case. Of course this ismandatory but surely beneficial.

For principle 8 the main problem is not the lack rabtivation but the lack of

individuals with both motivation and technical erge at such a high level that a
project can be trusted in their hands. A smallgubjn a different type of organization
does not have this problem but the sheer techoaraplexity of the BTS SW nowadays
requires more than a few persons to build a praectn addition, the problem of those

persons having the needed time to plan and execoijects comes to play.

Principle 9 also has its drawback in the individuable to follow the quality having a
massive amount of work in their hands and not beibig to contribute to all of the
needed design phases. Principle 10 is faced witinatantly growing amount of mobile

subscribers and results the complex SW designridléahis demand.

Principle 11 is taken into use in the specificatian there is still much individual work
load, and the SW component specialists are stifited in the component teams instead
of the FTs. Principle 12 faces problems if no Files laeing deployed. The component
teams still in place can have internal adjustmemtaffectivity but this does not

necessarily reflect on the feature developmerfieabtganizational level.

The Manifesto for Agile Software Development idaltows: (6.)
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« Individuals and interactions over processes anid too
+ Working software over comprehensive documentation
« Customer collaboration over contract negotiation

+ Responding to change over following a plan

While the AGILE methods and being agile in a SW elepment organization is

beneficial, it is easier to adopt them in a prograith local resources instead of a
globally scattered work force or originally smalgoups instead of organizations with
hundreds of individuals. The principles are notyetmssadopt when the teams cannot
apply them locally but have to exchange e-mails asd conference calls for the
communication. Nevertheless, these obstacles shoatlcbe seen as something that
cannot be improved or even crossed. Finding thegumesible process solutions for this

company, its products and work force should be @dramon interest.

2.2.3 Differences between AGILE and V-Modd

The agile methods are sometimes characterized iag lb¢ the opposite end of the
spectrum from thelan-drivenor disciplinedmethods. The agile teams may, however,
employ highly disciplined formal methods. A moreca@te distinction is that the
methods exist on a continuum fradaptiveto predictive The agile methods lie on the
adaptiveside of this continuum. The adaptive methods faousdapting quickly to the
changing realities. When the needs of a projech@haan adaptive team changes as
well. An adaptive team has a difficulty describ@gactly what will happen in the future.
The further away a date is, the more vague an mgaptethod is about what will
happen on that date. An adaptive team cannot rep@dtly what tasks they will do
next week, but only which features they plan far tlext month. When asked about a
release six months from now, an adaptive team ntighable to report only the mission
statement for the release, or a statement of theated value vs. cost. The predictive
methods, in contrast, focus on planning the fuinir@etail. A predictive team can report
exactly what features and tasks are planned foretiige length of the development
process. The predictive teams have adifficulty anging the direction. The plan is
typically optimized for the original destinatiomdchanging the direction can require a
22



completed work to be started over. The predictaents often institute a change control
board to ensure that only the most valuable chamgesconsidered. (7.) V-Model

shaped organization is a good example of such gireelimethod.

At NSN the transition is ongoing and the processléarest when looking at the V-
model shaped organization. It relies on the compbrieams where an AGILE
organization is based on the feature teams. Teee&ommon drive towards agility, and
the FTs are being deployed to study, specify arleément the features that are on the
development pipeline. There is also a good effortbiinging the people from the
existing component teams and integrate them ass p#Hrta FT. However, these
component teams still exist, and forming a new tgpeommitment an understanding
for the relevance of the FTs is not easy. The gmbWwith having these component
teams still at place is that the FT type brainstogisession of a cross-functional team

is an invitation only issue instead of being aypilocess.

According to Larman and Vodde (8, p.175) most diaeids of the component teams
can be resolved with the feature teams. They enallas to put the requirements
analysis, interaction design, planning, high-lededign, programming, and system test
responsibilities within the team, since they nowéha whole end-to-end customer-
feature focus. Planning, coordinating, and doireytiork are greatly simplified. The
handoff and delay wastes are dramatically reddeading to a faster cycle time.
Learning increases and the organization can fonusuty high-priority market-valued
features. In addition, because multiple featurengewill work on shared components,
sometimes at the same time, it is essential tieatdlde is clean, constantly refactored,
continually integrated, and surrounded by unitstesds otherwise it is not possible to

work with.

2.3 BTS Management

The SW, HW and the faults of the BTS have to beagad. The SW management is
very critical from the troubleshooting’s point ofew because the SW is downloaded

into several Plug-in units inside the BTS eitharaldy or remotely. Additionally, in a
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remote case, it can be performed for hundreds @$B3imultaneously. From the same
viewpoint even the HW Management is very critidc@cause problems may appear in
the HW units when installing the BTS sites. Faultnragement is needed for detecting
and cancelling alarms and faults that appear inespoint of the BTS installation or
runtime for both the BTS HW and SW. The BTS managy&nis handled with different
Element management tools (EMT). The EMT is usuallydesktop client on the
operator's site (NMS/OSS), but the Network EMT wafe can also be run locally on a
PC as part of the field engineering workstationp(29)

The improvements for the BTS management aim toeeasand more efficient
configurability and fault situation analysis for tbothe end-user and the R&D

organization. The SW and HW management are not tionagh in detail.

2.3.1 BT S Fault Management

Fault Management (FM) is probably the most impdrtaarea for the BTS
Troubleshooting. The fault management system ofBh8 is designed to co-operate
seamlessly with the fault management system oRIHE and the network management.
The fault management system of the BTS collects fthdt indications from the
applications. It keeps the alarm situation up te dathe BTS, reports the alarms to the
network management system and to the BTS Managkméorms changes in the HW

resources to the Telecom. (10.)

The BTS SW uses acknowledgement messages. Ther settsl@ timer called a timeout
immediately after providing the acknowledgement sage. If no acknowledgement is
returned to the sender within the timeout peritd $ender deduces an error on the
monitored component. This solution can detect srtbat lead to an omission or crash
failures of the co-operating subsystem, but by neams does it guarantee the
correctness of the input reception by the co-opegatubsystem or the correct process
of the input by the latter. When faults occur, siggtem can still function with a reduced

capacity. (11, p.12)
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Software development models change and enhanaestoesthe ability of the software
development to be able to compensate the increasomgplexity, as well as
architectural and hardware changes. The lifespan tbé base station’s
telecommunication software is long, 10 to 20 yearseven longer. The fault
management process changes during the produetsptih, but the primary function, to
fix bugs and tests the corrections, stays the sadime fault management process has to

evolve and support the software development of ldagpan products better. (12, p.3)

According to one of the interviewed persons itéeded to have the ability to identify

guicker and better where the problem has occuiiied.faults pointed to one of the SCs
end up being someone else’s fault. In many cas&e there plenty of time and effort

needed to find out the responsible party. An idaalt management system should be
capable of finding a root-cause of the fathusly greatly diminishing the time used for
processing the fault.

The FM cannot, however, necessarily point the origf the fault. If the fault is
originated into the specification of the SW and derrect functioning against
requirements is clarified, FM does not have théitalghow it. If inconsistency is found
in the specification, it has to be corrected filstter the changed requirements have

been approved, the SW is officially changed anddhé verified corrected.

2.4 Fault handling

A Mobile networks producing company such as anyrass revolving around the SW
or HW must concentrate on the fault handling. Trebjems must be found and fixed in
order to provide the customers with good qualityducts. It is also imperative to be
able to handle possible reclamations regardingptbeducts in an acceptable period of

time to keep the customer satisfaction at a goeel.le

SW and HW can be also released with faults stillhandled or corrected if the faults
are considered not to be critical for the custonvghile software products may, by

definition, contain any number of unknown bugs, theasurements during the testing
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can provide an estimate of the number of likely ugmaining; this becomes more
reliable the longer a product is tested and deeslqpif we had 200 bugs last week, we
should have 100 this week"). Most big software @ctg maintain two lists of "known
bugs"— those known to the software team, and thodee told to users. This is not
dissimulation, but users are not concerned withitibernal workings of the product.
The second list informs the users about the buggsatte not fixed in the current release,

or not fixed at all, and a workaround may be offie @ 3.)

There are various reasons for not fixing bugs:

- The developers often do not have time or it is emdnomical to fix all non-
severe bugs.

- The bug could be fixed in a new version or patctt th not yet released.

- The changes to the code required to fix the buddcbe large, expensive, or
delay the finishing of the project.

- Even seemingly simple fixes bring the chance abuhicing new unknown bugs
into the system. At the end of a test/fix cycle samanagers may only allow the
most critical bugs to be fixed.

- Users may be relying on the undocumented, buggpuweh especially if the
scripts or macros rely on a behavior; it may introgla breaking change.

- It is "not a bug". A misunderstanding has arisetwben the expected and
provided behavior (13.)

2.4.1 Fault handling tool

The NSN Fault handling tool (FHT) is a web-based for managing faults that are
found in the NSN products. It provides the userhwi controlled way to manage the
correction of the faults and keeps the status ofections and the information flow

continuously visible.

The FHT is, e.g., used for reporting and managiaglt$ found in the product

development and managing faults found in the usthéyustomer. The customer faults
are created into an external tool and transferféetveards to the FHT for security

purposes. The FHT is also used for communicatiegpitogress of corrections to the
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customer and managing the data created in the ¢aulection phase, e.g. modified
component names and versions. The FHT is also fasedanaging the testing phase
and the results of it (e.g. test case names andsytand gathering metrics data and

monitoring fault states.

Fault reports can be created by everyone who ro@c@ult in the BTS HW, SW or
related specification. The faults found by end comdrs are reported to Pronto by the
customer service, or by the NSN personnel or colatiors (e.g. testers). The NSN
personnel or collaborators then investigate andecothe reported faults. The fault is
analyzed by the creator into the point, it can beigmed to a group or individual
responsible for correcting the fault. Pronto isduseall phases of this process to keep
track of the processing of the fault. Pronto alsmvyges tools for a smooth
communication between the customer, coordinataginerer and tester. Nowadays the
FHT reports and fault fixing times are also usedhassuring tools for the organization,
team and individual performance. This means thapgnting the original problem is
essential to avoid giving a false impression on ggeeformance. At the moment, the
fault reports do not necessarily indicate what ohiginal reason was. The group or
individual who ends up closing the fault report gast be one of many that had to make
changes because the original fault ended up haingffect on the whole R&D chain.
The “point ability” of a fault correction respongity would probably be helped if not a

component but a feature could be used more eftdgtas a reference.

2.4.2 Benefits from using fault handling tool

There are non-arguable benefits from using the BHNSN. By using a unified FHT,
the NSN R&D gets support for the common fault mamagnt process across the Nokia
Siemens Networks product families. Every fault my @f the HW types and versions
with every available SW release can be tracedis8tat can be gathered from the tool
and a general view on the progress of fault amowuisection times and responsible
groups is available. A common interface betweenRRE and the customer’s fault
reporting tool is also embedded in the system. dédneslopers have a visibility on both

internal and customer faults while customers haigbility on the faults they've
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created and the faults that are critical from tipaimt-of-view. Same tool can be used
by both internal and external users. It has an-&asige, web-based interface. The FHT
has a possibility to use an integrated Change kmte There are three different fault
classes: A, B and C, A being the most critical. Therection time of the A and B class
faults should not extend to more than a coupleagsdThis means that all the different

fault and correction states have to be handled geigkly.

2.4.3 Fault correction process and fault states

When a manual or an automated test finds a faufieva problem report is created.
These reports go through the following states aftach the fault is solved:

The Fault Reports in the NEW state have not beeangio a responsible person. To
proceed with the investigation of the Fault Reptire Development Fault Coordinator
or an engineer examines the new Fault Report as@yres it to the responsible
person/group or, creates a new Correction docusieatfd fills in the Responsible
Person field. Alternatively, the Care Contact maggsign the Fault Report to the
responsible group.

The Fault Reports in the INVESTIGATING state haweib assigned. To proceed with
the internal Fault Reports, the responsible persmmpletes a correction, making it

ready for testing.

The Customer Fault Reports in CORRECTION PLAN REABMte mean that the

responsible person writes the Correction Plan amdksnit ready. To proceed, a

notification is sent to the Care Contact who che@sl modifies) the response, adds
the target delivery and date and then sends ite@tistomer. The Internal Fault Reports

do not have this state.

Fault report in CORRECTION PLAN SENT state is smtthe Customer Fault Reports
when the customer has been notified of the Cooedan, but the correction is not yet
available. To reach the next state, the responpinigon completes a correction, making

it ready for testing. The Internal Fault Reportsndd have this state.
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The Fault report in the FIRST CORRECTION READY FORSTING state is set for
reports where there is at least one correctionyréawdtesting or under testing, but with
no corrections tested. To reach the next statetesteengineer finishes the testing and
accepts the correction, reporting it tested.

The Fault report in the FIRST CORRECTION COMPLETHtes is set for Fault
Reports where there is at least one correctioeddstit, for customer fault reports, the
customer has not been notified of an availableeotion or testing of the correction is
not needed. To proceed with the Customer Fault Repthe responsible person writes
the Correction Response and marks it ready. The Cantact receives a notification
mail, checks (and modifies) the response, addsatiyet delivery and date and sends it
to the customer by pressing ti&endbutton. For the internal Fault Reports, the
remaining corrections are tested or marked\asdlessor Testing Not Neededrhe
Needless corrections do not affect the Fault Regiate.

The Fault report in the FINAL RESPONSE SENT stateet for Correction Response
that has been sent to the customer by the Carea€oand at least one correction has
not reached thdestedstate. To proceed and reach tDwsedstate, the responsible
people and test engineers report the remainingections toTested Testing Not
Neededor Needless This applies to the Fault Reports with severatremiions. The

Internal Fault Reports do not have this state.

The Fault report in CLOSED state means that alrempions are finished and for
Customer Fault Reports, Correction Response has seat. The Fault report in the
POSTPONED state is set for Fault reports, which kél fixed on a later date in the
future. The Fault Report is automatically activabedk to the state where it was at the
time of the postponing, when the reactivation deges reached. The Postponed Fault

Reports can also be activated manually.

The Fault reports in CORRECTION NOT NEEDED staténpto the Fault Reports
which are declined because they were not faultallator because all the needed
information was not received from the author, argwmnilar reasons. The Fault Report

can be reopened, returning it to the shédev
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The Fault reports in REOPENED status note the @ustdaults with the correction (or
the lack thereof) rejected by the customer. Thectg)n can be done to the Customer
Fault Reports in state ti@orrection Not Neededrinal Response Sent Closed After
the rejection, the Fault Report state is set ttate Blewor First Correction Complete
E.g. Fault Report in the sta@osedis after the rejection in the staférst Correction
Complete The Fault Report is moved back to tGéosed state when the renewed

Correction Response is updated and sent to thernest

2.4.4 Correction states

The correction in CORRECTING state indicates thatdorrection has been created. To
reach the next state, the engineer corrects thie maaking it ready for testing by
pressing the&€ompletebutton and selecting the testing levels. If cdioectesting is not

needed, the correction is complete.

The correction in the READY FOR TESTING state iradés that the fault is corrected
and the correction is ready for testing. If thighse first correction of a Fault Report
reaching this state, then the Fault Report stathasmiged td-irst Correction Ready for
Testing To reach the next state, the test engineers twaadd the test cases to the test

levels and start testing the correction.

The correction in the TESTING state indicates ttheg testing of the correction is
ongoing. The correction is tested when all testle\have been accepted. If some test

level is not accepted, the correction is changett bathe stat€orrecting

The correction in the TESTED state indicates tiat ¢orrection has passed all test
levels. This is the end state of a correction.hi§ tis the first Correction of a Fault
Report reaching this state, then the Fault Repate 9s changed t&irst Correction
Complete The Internal Fault Report's state changes sttatghClosed when all

Corrections ar@estedor in the statdesting Not Needear Needless
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Correction in the TESTING NOT NEEDED state indicatkat the correction is ready

and no testing is needed at all. This is an ertd sfiea correction.

Correction in the NEEDLESS state indicates thatl@ementation for the correction is
not needed. This is an end state of a correctidnth®iNeedlessCorrections do not

affect the state of the Fault Report.
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FIGURE 4. Flow chart of Fault Correction process
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2.5 CN process

The Change Notes (CN) are proposals to modify #igtieg process, documentation,
HW or SW. A CN is a useful way for making moderateig changes while the project
has already started. As said, the BTS design anaiderable process and incorporating
a CN is not as easily done as an ideal AGILE methagests. Implementing a change
in a small piece of the SW instead of a unit hawingiponents for which the SW has
been written by dozens of teams all around thedusrh whole different situation. One
big problem in the CN process at the moment is Hiab it is not consistent between
different development organizations. The organaatiaiming towards AGILE
processes has to have simple, aligned and cortsiptesesses to implement the
changes fast. In the OBSAI style R&D where evenghs connected a CN can have an
impact on most of the modules and interfacHse general process guidelines exist
(Figure 5) but different parts of the organizativave made the process more suitable

for themselves.

The CN can be originated by anyone in the orgalozaiThe CN template contains
fields that give general information in the areatsas Nature of the change and Origin
of the change.
Some examples of most typical sources of the CBlsaifollows:
- A Fault report can in specific conditions resulthe creation of the CN.
- Customer needs a certain change in the product
- A Change requested internally as an improvemeng preventive action (e.g.
faulty functionality discovered that has to be eoted before the problem
occurs in the customer network).

- The specification alignment for the features shifie later releases.
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)

As there are projects at NSN aiming at the impreaimand speeding up the CN
process, it is not taken for further processingthis thesis.

It is used only as a

clarification of different methods for affecting ethproduct during design and

development.
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2.6 Testability | mprovementslist

A Microsoft Excel based list of the improvement poeals for testability is maintained
at NSN by the Testability Feature Analysis TeamTFRAThe proposals are gathered bi-
weekly in a separate meeting. There are sevenrelifesheets in the Excel for these

proposals:

- Log sheet which is used for the updates information and rcations of the
list.

- Opensheet which lists the new proposals taken into the [idtey are being
analyzed in the meetings and based on a discuasidra preliminary analysis
passed on into the next sheets.

- ‘ToCN or feature'sheet, which means that the proposal has beenela@ohd a
Change Note (CN) or a feature proposal has beeatezt®ut of it.

- ‘No CN or Feature’sheet which means that the improvement proposal is
handled in some other way than the CN or the featur

- Future study itemsheet which lists the proposals for those “Nickdwe” items
with no clear idea of benefit.

- Closedsheet, which lists the items that have been handledeetings and the
CN or a feature, is on the way.

- To Other FATSheet which could be used to list the proposeust¢hat are

clearly beneficial from some other than the Teditgls point of view.
The columns from the Testability Improvements lmte used to describe the

improvement proposal and its attributes, see FggGrand 7. Studying this process was

seen beneficial from the point of view of this tises
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FIGURE 7. Testability Improvements List, Part 2
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3 PROBLEMSIN PROCESSES

Chapter 3 outlines the problems identified at thgitning of this thesis process. The

solutions for them are studied in Chapter 4.

3.1 Faults processing time

The time for analyzing a found fault is essental lhoth the fixing cost and customer
satisfaction. In the specification area, howeveere are a few faults with the fixing
time of months and still no obvious reason can inpginted. Approximately a half of

the faults take more than the target amount of .dAgsit was previously stated, the
critical A and B type faults should be fixed in@uple of days’ time. (Chapter 2.5.3)

There are a few assumed problems in specificatiea. hey are believed to go around

in a circle affecting each other over and over mgai

Good specification quality is a result of an indival with a vast knowledge of the
specified area having the needed time to prepageifgmations ready to be inspected.
The great quality is achieved as these specificatiare then inspected by the key
contributors who also have a good knowledge ofgbecified area from the point of
view of some other component or instance. Problecasir, when there is too little time
for the individual to familiarize oneself with tispecified area. This results in a lowered
initial specification. If all of the key contribut® are not known or do not attend the
inspection, the initially lowered level of specditon can be passed through and
becomes official. This results in faults being fdun the design or later phases. In the
worst case these problems spread into the wholgrdasd verification process thusly

resulting in very expensive corrections
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3.1.1 Insufficient fault analyzing

When faults reports with too little information eeding the occasion are created, the
correction time tends to stretch. The lack of tjain the cause of the problem, the lack
of the needed information or simply a poor langueae slow the process down or even
stop it for a period of time. The integration tagtimostly uses automated testing and
macros for executing the verification tests. Ifshienacros fail, a fault report is usually

created without a further analysis.

3.1.2 Wrong responsible group

The inability to name a person or a group respda$dr the fault at the very beginning
of the fault correction process is another probl&€he creator/founder of the fault does
not necessarily know the responsible instance dfidhas to find someone to start
analyzing the fault. The responsibilities in thgamization are also very fragmented due
to the global structure and partially because tbeasional individual role changes.
There is a list of key contributors in differeneas but it is impossible to keep the list

updated by one single person.

3.1.3 Unclear solution

Many times it is difficult to find an agreement tre solution of the fault. In a system
based on communication between components, a fiddcan many cases be
implemented in either one of the components whasanaunication has caused the
failure. The decision is difficult to be made ifettikey contributors do not attend the
planning meetings or leave the e-mails unanswérhdre are reasons for this such as
heavy workload with other problems and responsibdi Another reason is that there is

not enough experienced personnel in some areastolwte or give feedback.
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3.1.4 Big changes

There are interdependencies that when changedaffisct other areas thusly making
their specification incompatible. This results imipple effect and other areas need a
change, too. In addition, it is not always clearaithe effects of the changes made in
one area of the specification on other areas spatidn are. There is no clear relation
between the requirements in the specification dasdation tools used by NSN. The
interface specifications of the system componergsstored in a separate server based
documentation tool such as the element feature ifgfaions and the system
specifications are maintained in another tool. &me is to have a unified UML model
made of the whole BTS depicting the whole functliipdrom start to finish. This task

is just starting and needs a great deal of efforhfmany different expertise areas.

3.2 Testability improvements processing time

There are numerous improvement proposals madeeiff élstability Improvement List.
Many of these proposals stay on the “Open” sheet,rm effort is put to process them
forward. Through interviewing it was clarified thahile proposing persons were ready
to give ideas, pushing the ideas further or deg¢peranalysis was seen as a nuisance.
This is mostly due to the fact that usually the gleawith ideas are the ones having a
great deal of other responsibilities. Clarity i®ded in understanding that even a good
idea is not viable if enough time is not used tovsht to others or carry it out by
oneself. Another problem is that probably the niogtortant attributes of such a list are
not used. Many of the proposals stay open because lack Priority, Effort and
Responsible Persomfo. If no one is selected to push the improvemgroposal
forward or no estimation of the work effort or gaghimprovement is available, no one

wants to put focus on such tasks.

38



3.3 Cost of time

The problems with the prolonged processing time rapst visible in the operating
expenses (OPEX) of the company. As stated in ttredoction, the companies in the
mobile network business fight fiercely for a cusesmarket share. The price of the end
product is becoming the most important factor ie thecision made for a network
company to be chosen or left out. Not wanting uce the quality, companies must
concentrate on making every day spent on the R&Ihtdiminishing the amount of
faults in as early state as possible and speedgirthaufixing time of thefaults found is
one of the most effective ways. It does not ontjuee the producing costs but can take
away the fees paid to customers for delayed deédiserThe indirect costs such as
negative effects on closing the future deals arepk®y the existing customers are also

one aspect to be taken into account whencountiggpthosts.

3.3.1 Fault costs

Testing and fixing can be done at any stage inlifeeycle. However, the cost of

finding and fixing faults increases dramatically #® development progresses.
Evidence suggests that if a fault uncovered duttiegdesign costs 1.0 monetary unit to
correct, and then the same fault uncovered jusireehe testing costs 6.5 units, during
the testing 15 units, and after the release betww®eand 100 units. The need to find the
faults as soon as possible reinforces the neeth®iquality assurance of documents
such as the requirements specification and thetiimad specification. This is

performed using static testing techniques suchgsections and walkthroughs. (15.)

An internal study (16) conducted in the WCDMA orgation estimated the cost of a
fault found at different stages of the verificatighccording to it the costs would be

multiplied in the following way:

All figures are based on very rough estimates.
Universal assumption:

1 ODW (one day’s work) low cost ~ 190€
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1 ODW high cost ~ 490€

Case 1:

TABLE 1. Cost distribution in SCT fault

Fault Found in SCT
Task Time spent(h) | Cost(€)
Log collection 0,5 12,5
Log analysis 1 25
Correction 7,5 187,5
Regression 4 100
Total 13 325

This case is quite ideal, assuming that all wordtase at a low cost location.

Case 2.

TABLE 2. Cost distribution in 1&V fault

Fault Found in I&V/ST
Task Time spent(h) | Cost(€)
Log collection 3 135
Log analysis 2 90
Correction 15 675
Regression 10 450
Total 30 1350

Assuming a mix of half low-cost and half high-ces350 €/ ODW
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Case 3.

TABLE 3. Cost distribution in Customer site fault

[_Fault found by customer |

Task Time spent(h)| Cost(€)

Log collection 3 195

Log analysis 2 130

Correction 15 975

Regression 10 650
Customer testbed testing 75 487,5
Correction deplyment onsite 150 9750
Total 13 12188

Assuming most work is done at a high-cost, custasiter

As the figures do not match the V-model estimatiohsost progress, they are roughly

the same and give a general idea of the distribuifdhe costs.
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4 STUDY FOR IMPROVEMENTS

Chapter 4 introduces the solutions for problemanébin specification process. Both

process and tool related improvements are outlined.

4.1 Improving faults processing time

The study was conducted by using the FHT’'s embedittedng system (Appendix 1)

to select the faults reported for two BTS specifaa groups located in Finland and
Poland. The total amount of the fault reports toabalyzed was 40. There were 20
Fault Reports gathered from both groups, that wadready fixed and not in the

CORRECTION NOT NEEDED state. These faults were giineugh one by one, and
their revision history and R&D info fields were dséo see how much time these
specification groups used to correct the faultse fdllowing information was gathered

from every fault report to get a unified view ohall them.

1. Phase of origin
- This information was seen essential for seeing pr@blem found in the later
phases of the process had an effect on the totalgpent for the correction.
2. Country of origin
- This information was seen essential for seeing ultinsite problems had an
effect on the total time spent for the correction.
3. Responsible Person
- This information was seen essential for seeingedponsibility areas had an
effect on the total time spent for the correction.
4. Report creation date
- Needed to get the total time spent
5. Date of transfer to the specification group
- Needed to get the total time spent in the spetifina
6. Date of closing the fault as fixed
- Needed to get the total time spent

7. Group in charge
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- Needed to see if the groups had differences icdhepletion times
8. Severity
- Needed to filter the A and B severity faults havihg correction target of 2 days
max.
One of the items to be inspected was how the V-inlooiezontal level affects the time
spent on finding the original cause of the probléima fault is found in the System
testing and it is originated in the BTS Design deation, how much more effort has
been put in tracing and correcting the fault thanegxample a fault found in the Unit

Testing and originating in the BTS Design spectfaa

4.2 Speeding up testability improvements processing time

The improvement study was started by taking pamveekly meetings. While in the
meeting, it quickly became obvious that there vstegting difficulties for many of the
tasks. Secondly, a list of separate persons hapeg proposals on the list was created.
Then, a meeting was held with the ones having mbgtose proposals together with
the person responsible for the maintenance ofishexhd Testability meetings. Doing
this gave an insight on why those proposals statherist and are not put into action.
Thirdly, the list itself was taken into processiad its advantages and disadvantages
were analyzed. According to the participants of miieetings the problem is that they
simply do not have time to take action with thepgmsals or explain the depths of the
proposals to colleagues with more time in theirdsar\lso, discussion with the person
responsible for maintaining the list and holding theetings was conducted to reflect
on the ideas and improvement proposals. His ingightlong experience on the subject

helped focusing and getting rid of non-beneficikas.

4.3 Reducing costs

The working hour costs cannot be taken down siheesalaries do not usually decline.
Cost of R&D has been fought globally by multi-natdd companies by conducting
changes such as transferring work to low-cost c@msit Transferring the needed

knowledge has proven to be a task more difficulpéoform. Probably the only viable
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way to improve on costs is to find ways to take dawe amount of hours used for
performing the tasks and eliminating the ones camusktra work with no real benefit.
To achieve this, it was decided to estimate thearhpf the proposed improvements on

the fault fixing process speed up and the possitde reduction.

The gathered list of faults was focused on to see many days could be taken away
from the total processing of those 40 fault repdristhe unclear situations the person
responsible for the correction was interviewed flyieto make sure no
misunderstandings occurred. The aim was to sdeifaults could have been found in
the specification and if not, if the situation wauiave been helped using the FT style
approach. The total time used to fix the A an Besiy faults was 657 days of which
the specification had the faults assigned to them®22 days.

The 9/40 fault reports were made by the Unit Testifhese faults found early had the
shortest correction time with an average of ~ Bddjost delays in the correction were
caused by the lack of clarity in fault report, timternal assignment delays of the
specification and the multi-site correction needlgautious estimate of having stripped
part of these unnecessary delays only by havingldréy over the responsibility could

have speeded up the total correction of thesesfayltLO days.

The 6/40 fault reports were made by the 1&V. Onéheim had major responsible group
assignment problems and the total time taken fer fiking was 51 days. The
specification group time taken to fix the specifica took 30 days. If the problem had
been found in the specification, a total of 21 deysld have been saved. This is a very
conservative estimate since the specification ctime was delayed greatly due to the
difficult clarifications of the changed areas. Quidghe faults had a 35-day delay in the
verification after the first correction had beendmaeady. The other fault correction
delays were caused by the responsibility assignrdelgtys inside the specification.
These were no major delays but had an effect ontatget correction time overall

results of an estimated 10 days.

The 6/40 fault reports were made by the SystemirigessOne of them had major

responsible group assignment problems, and thétiota taken for the fixing was 44
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days. The specification group time taken to fix #pecification took 26 days. If the
problem had been found in the specification, al witd 8 days could have been saved.
This is also a very conservative estimate sincespeeification correction was delayed

greatly due to the difficult clarifications of tlehanged areas.

The 2/40 fault reports were made by the Customere ©f them had a major
responsible group assignment problem and the tiotal taken for the fixing was 92
days. The specification group time taken to fix specification took three days. If the

problem had been found in the specification, upQalays could have been saved.

The calculation of the seemingly unnecessary dags tor the specification corrections
adds up to 148. Using the predefined average, ODSV af 350€ adds up to 51800€ of
costs. As it was said, this is a very cautiousneste, and the savings would most
probably be much bigger if the problems causing detays were tackled. Both

specification teams are mostly located in the H@st sites, and the case company

costs for the ODW are bigger.

Definitely, all of these faults and the time usedorrect them could have been avoided
at least partially if the specification had beemrect at the first time. Such situation
where specification faults could be avoided totaltyuld most probably only exist if the
specification was left undone. Even if the agiktiteg methodology suggest a very light
specification, there has to be a deep level ofiipaton in the case company due to

the tailored customer needs and deep co-dependéanside the system.
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5 SOLUTION PRESENTATION

Chapter 5 outlines the solution proposals founthi study. Estimated impact of the

proposals into the process as well as their eiahalysed.

5.1. Improved faults processing

There is a considerable amount of effort alreadly gguthe faults processing and the
improvement of it. The work is definitely ongoingthit is safe to say that this task is
never ready, and expanding the development orgamizacross the globe has made
this task more difficult and at the same time marportant than ever before. The next

sections give proposals for diminishing time andheyused for the fault correction.

5.1.1 Promoting agility in faults processing

Analyzing the fault reports revealed some intengsfacts. The original estimation of
the faults with the longest correction times bdimgnd in the later phases of the testing
could not be proved. Although this has been pramemany different studies, it would
most probably require a sample of a few hundredt faports. This sample had less
than five System Testing or customer originatedtfaunstead, the problem with the
prolonged correction seemed to be dependent oagiteement on the responsible group.
In many cases the faults were tossed around betagemany as five different groups
while burning valuable time for weeks or even menthhis supports the effect of a
narrow analysis of the initial fault. Other fault#h long correction times were in many
cases delayed due to the larger correction needsany sites, and necessary
responsibility transfers took a few days to congldh many cases where the fault
correction took only two days or less, the assigmnoé the problem took two to three
days making the whole correction time more thare folays. In a few cases the
verification of the correction was also delayed gmme reason. That is definitely

something to look into, but it is not done withinistthesis.
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Most of these problems could probably be avoidegimynoting the agility and taking

the FTs into real use instead of keeping the compbiteams in place.

1. The verification inside the FT makes the commumcateasier. Enough
information should be put into pre-analysis of faaports to avoid wrong group
and missed time on more analysis

2. The FT having responsibility for the feature imptartation from the design to
system verification level makes the fault correttassignment clearer than in a
component team based organization

3. The FT having persons from all the needed groupsiptement the feature also
has the needed persons to decide on the correstiiotion more quickly.

4. No delays of weeks between the correction andigatibn if done within the
FT

The benefit of this would also be that the FTs wlodve the needed competence in
place, not necessarily immediately but in due tiBig.problems require big corrections.
The FT could better evaluate and split bigger fextuinto smaller, more easily
implementable entities. Implementing and verifyisgall changes would probably

reveal the faults sooner and the correction woeldbister.

5.1.2 Fault correction responsibility change

The responsible person being too busy to correcfahlt can take the time to explain
the needed correction to a colleague who can gidendver the correction responsibility.
A face-to-face discussion is much more efficienanthtrying to explain even the
simplest subjects via e-mail. In a multi-persomiethere are also always imbalances
between co-workers’ workloads. Those momentarilthwi less workload can help this
way to improve the team results since the fault @me and correction times are
nowadays one of the most critical measures of ¢aentand individual performance.
The second benefit from this way of contributingtiigt individual competence is
increased since the knowledge outside one’s owerégp area has to be gathered and

used. The lack of such competence is seen as ahe ofiain problems holding back a
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successful R&D organization. The Method also prasadhe agile way of working with
a shared knowledge and by expanding one’s know fbvs. proposition applies firstly
on those non-critical faults and can be tested wilserial effect on the more critical
tasks. If proven usable, it can be later taken us®. This method would probably also
help in sharing knowledge in the global sense andseculturally through the FTs with

members from all over the world.

5.2 Enhanced testability improvements processing

The guideline for the testability improvements @sging was seen as beneficial in
getting the ideas into the reality faster or at &he following sections describe the

proposal for this.

5.2.1 Appointing the responsible per son

The list itself maintains the states of differeasks well (see chapter 2.3). However
there are numerous different tasks that do notogaérd. The reason for this is that
many vital elements for making decisions on therowpments taken into the further

processing are missing. It is imperative that,linimes, a responsible person is pointed
for each task. If the responsible person is notate who has given the proposal, the
needed information to process the improvement foiwas to be given to another
person who takes the responsibility for takingithprovement proposal further. If there

are subjects regarding the improvement that faliside the responsible person’s
expertise, the responsibility can be changed tooaensuitable person. Also, if the

workload is preventing the more experienced pers@msn taking over the

responsibility, another person can be appointed.

5.2.2 Evaluating effort and priority

It is also needed to know which of the activities the most important. If there is no

information regarding the best possible order tecexe the tasks, the important ones
48



might be easily lost in masses. In this case, ité®@mmended that a simple EFFORT —
GAIN measurement is taken into use for the pripation of the tasks. Having the
following type of information available for all ahe tasks in the list makes it easier to
choose the ones most probably having the bestiymstfect on the processes. The
effort is divided into three different categori€©W means that less than 20 hours is
needed to complete the task. MED means that less30 hours is needed to complete
the task. HIGH means that less than 100 hoursadatkto complete the task. If a task
is estimated to take more than 100 hours to compieshould be divided into subtasks
so that the maximum of 100 hours is estimated tdafien to complete each task.
Evaluating the impact of these “sub” tasks is rextassary as the big picture is the most
important one. The impact of the main task is inguarras the subtasks aim to fulfill a

part of that main task.

TABLE 4. Points for Effort and Priority

TaskID | Effort Priority | Points
TASK A | High Low 0
TASKB Med High 3
TASKC | Low Med 3
TASKD | High High 2
TASKE Low High 4
TASKF Low Low 2z
TASK G Med High 3
TASKH | Low Low 2z
Task | High Low 0
TASK ] Low Med 3
TASK K Med Med 2
TASKL Low High 4
TASKM | Low Med 3

Exemplary list (Table 4) is created by giving peifiom 0-2 from the priority and 2-0
from the effort from low to high. A task having ah effort and a low priority gets O
points etc. From this it is easy to see that t&SksxdM are the most important ones.
This evaluation can be given by the proposing persleen the proposal item enters the

list or it can be analyzed by a larger group oftdbators having a view on the subject.
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5.2.3 Evaluating impact

Evaluating the impact of a task is more difficdlhis depends at first solely on the level
of understanding of the impact of the proposition the proposing person. The
Testability Feature Team must then assess the gnfermation and figure out the
persons needed to evaluate the impact of the tatthef. When all the needed persons
are present, a credible evaluation of the impantlma given. This can also affect the

effort estimation.

For a proposition it has to be taught if it helpt/e the existing faults or help remove a
type of a fault totally. Another viewpoint is if amprovement brings something totally
new and needed into the R&D process. This somnpfovements can definitely be seen
as a lower priority if their impact on a currenbblem is clearly visible. Points to help
make the decision can be given from the estimatephct of the proposal on the

existing problemsTable §

TABLE 5. Points for impact

TaskID | Helps to | Points
fix existing
problemis)

TASKA | Yes +1

TASKE | Yes +1

TASKC | Yes +1

TASKD | No a

TASKE Yes +1

TASKF Mo a

TASKG | Yes +1

TASKH Mo a

Task| No ]

TASK] Mo a

TASKEK Mo a

TASKL Mo a

TASKM | Yes +1

Now when these both evaluation methods are compm&adore accurate evaluation of

the importance of those tasks can be given.
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TABLE 6. Total evaluation points

Task ID | Effort Priority | Helpsto Paints
fin existing
problemis)

TASKA | High Low Yes 1

TASKE | Med High Yes 4

TASKC | Low Med Yes 4

TASKD | High High Mo 2

TASKE | Low High Yes 5

TASKF Low Law No 2

TASKG | Med High Yes 4

TASKH | Low Low No 2

Task | High Law No 0

TASK ) Low Med No 3

TASE K Med Med No 2

TASK L Low High No 4

TASKM | Low Med Yes 4

Now taskE has the highest score and should be the one nfost isfput into bringing
the testability improvement in the company use. Phecess now incorporates the
priority, effort and impact evaluation and can ledtér used to filter out the change

proposals with no real benefit (see Figure 8).
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Feedback from
all stakeholders

Feedback from
all stakehaolders

FIGURE 8. New testability improvement process

5. 3 Cost reductions

There were clear indications found in both the tfamd the testability studies that the
lack of, or an unknown responsibility is a real ljean when it comes to cost. Not
knowing this has an effect on both delivering tea/rand fixing the old.
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The problems affect each other and go around incée cstretching the fault correction
time and increasing their amount ever further. €nemo one clear solution to fix these

problems but there are ways to diminish the cogtsidking an effort to do this.

The initial analysis before creating the faultspiseto
» Narrow down the root cause
* Pinpoint the responsible group

» Speed up the correction

Appointing features to the FTs instead of separatenponent teams taking
responsibilities help to

» Spread knowledge to new individuals

« Clarify the fault correction responsibilities

* Have more effective inspections and analysis

All of the mentioned indirect improvements take dowosts by reducing the time taken
to run new features into the system. They can ahaing process from an uncontrolled
generation of faults into the controlled procesgyefnerating new features with fewer
initial faults and fixing faster the few problentsat occur (see Figure 9). As the team
and individual fault amounts are also used in teduation of the performance, this is

definitely beneficial for not only the company liné employees as well.

Implementing new Implementing new
features with too features with more
little time time

Use Feature Teams

Time is lost fixing U?mgsmional Less time is lost ‘ LI?SS
faults AUl art fixing faults auls ate
generated generated

* J

Responsibities for
faults clear

FIGURE 9. FT introduction impact
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6 CONCLUSION AND DISCUSSION

The target of the thesis was to take a role inifglag the different projects currently
ongoing at NSN targeted to improve the fault trgcamd correction time. The target
was not to create any new tools or processes butrmduce methods to improve the
existing ones. The work was carried out at a gametll Proposals for the process
improvements and methods for diminishing the cestse introduced. Delimiting the
area to be analyzed proved to be a difficult tdgstability as a topic expands after all
from the first initial HW startup verification intthe System Verification and further.
Even when the decision was made to rule out théothes related testabilty, there was
still too much area to be covered within one theBige Testability Improvement Team
meetings gave an excellent viewpoint on this bédimged enough for a detailed study.
Tackling the problem of the testability improvengptocess made a real impact. When
the improvement ideas were taken into use, afterfitst meeting the amount of
proposals not going forward was dropped in halih&ally, also taking the needed time
to analyze any task from the impact’'s and work leg@aints of view’s is also beneficial
to avoid spending much time in the projects withreal gain on the process or the

feature development.

The lesson learned during the thesis process vasditermination is needed when
carrying out even small improvements in an orgaimumahaving customary processes
embedded into their work style. The pure amounvoik for those, whose knowledge
is beneficial in taking the processes and feattweher, delimits their possibility to
contribute. One with no authority over the processe individuals has to be able to
justify and show that changing those processegneficial not only for the company
but also for the individual side. Understandingsthreates commitment. My studies
were strongly focused on the SW, GUI design andh,sand thus their impact on this
thesis was not strong. | still believe that haveegn both the feature and the process

development side helped me in getting this workedon

The most important subject having done this thesi® concentrate on defining and

delimiting the area to be studied. In an organizatihis size even a person with a
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limited viewpoint can notice dozens of differentoravements, big and small. Focusing

on those subjects close to one’s work improvestmeentration.

A bigger amount of faults could be beneficial todmalyzed. An even better view on
reasoning a change from the component team steuttitthe FT structure might be
found. The multisite structure of the company asceffects on the fault correction time
should also be analyzed with a more extensive saoffault reports. This could give
leverage in the decisions over restructuring needsteam organizing planning. An
organization with a considerable amount of projadsing to provide customers with
dozens of different products gets a real econonbieakfit even in small improvements

for the fault fixing process.
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