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Big Data is playing a big role in technology Industry nowadays. Decision making is becoming 

easier throughout Data mining and Machine learning. There is vast amount of data provided 

by human beings’ behaviour and technology usage. With the right interpretation on the proper 

context these data are far more than useful to predict and make correct decisions for better 

performance.  

 

This thesis paper will be focusing on implementing Data Mining (DM), Machine Learning (ML) 

and Data Analytics to BITe Program students of Haaga-Helia University. Dataset used in this 

project are collected using the study of (NIEMIVIRTA, 2002) on eight scales of motivational 

factors. Results of this questionnaire are constructed, transformed and visualized using 

KNIME Analytical Platform. Using the same platform data mining will be implemented to this 

dataset for understanding and finding hidden truths for increasing student performance. 

 

CRISP-DM methodology is used to develop this project. There will be 5 main sub-chapters ex-

plaining step by step process of how the results are achieved: 

 

1. Data understanding 

2. Data preparation 

3. Modeling 

4. Evaluation 

5. Deployment 

 

To summarize, this thesis will give the reader a clear structure of the KNIME project, important 

student behaviour data visualization and simple prediction of fear of failure motivation factor. 
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1 Introduction 

The amount of data generated nowadays with the current level of technology is insane 

high. It is interesting looking on infographics done from (Josh James, 2016) which shows 

a general idea of the amount of data generated in one minute: (https://web-as-

sets.domo.com/blog/wp-content/uploads/2016/06/16_domo_data-never-sleeps-4-2.png) 

 

With these numbers in the board we understand that now it is much easier to make statis-

tical studies which help us understand our goals. It is very easy to access worldwide sta-

tistics in most of life aspects related to technology. It is the reader’s duty to find the best 

way of interpretation of these statistics and how much they influence in decision making. 

Misinterpretation of statistical data can lead to distraction and decision-making failure. It is 

crucial that the data available should be interpreted properly 

 

The knowledge gained by these data amount that human beings are generating every mi-

nute is priceless. Through this knowledge people evolve and innovate. 

 

“Humans today are like most smartphones and tablets” is the saying of Tomas Chamorro-

Premuzic. What does he mean by this? Nowadays we can find a lot of information any-

where in the world, enough that we know how and where to search for it. We can out-

source, crowdsource, cloud source. Human knowledge and storage of information is going 

nominal. You just need the capacity to connect hitch the right sources and find the solu-

tion. (Tomas Chamorro-Premuzic, 2013) 

 

The previous paragraph shows that all this knowledge surrounding humans with easy ac-

cess is making us uncapable.  

 

I relate these findings to the main property of the case study of this paper which are stu-

dents. Students are the sponge of the knowledge. They are the ones who are meant to 

learn this knowledge and innovate after processing it. Of course, some of this group are 

not as good as the others and drop out of the process of learning or (studies) and some 

other succeed. 

 

Nowadays we know that an excellent student who has great performance in university can 

be one who knows how to find knowledge and not really knowing it. Some other good stu-

dents are the ones who have no fear of failure and courage to face new knowledge and 

https://web-assets.domo.com/blog/wp-content/uploads/2016/06/16_domo_data-never-sleeps-4-2.png
https://web-assets.domo.com/blog/wp-content/uploads/2016/06/16_domo_data-never-sleeps-4-2.png
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why not fail couple of times on learning it. The ones whose surroundings influence their 

performance are indicated to be good in knowing but not in showing it and many more. 

 

To conclude, all the learning process done on universities by students somehow influence 

the overall society knowledge. That is why, in this thesis, we try to combine newest tech-

nology (machine learning) in helping to increase study performance by learning from 8 

main factors which indicate university students nowadays shown the study of 

(NIEMIVIRTA, 2002): 

 

1. Mastery-intrinsic orientation (One of the most important goals in school is acquiring 

new knowledge) 

2. Mastery-extrinsic orientation (Most important goal is to succeed at school) 

3. Performance-approach orientation (Preforming better that other students is an im-

portant goal) 

4. Performance-avoidance orientation (Avoiding situations where failing and making 

mistakes are most likely) 

5. Avoidance Orientation (Trying to get away with little effort in school) 

6. Academic Withdrawal (Tendency to give up in or withdraw from demanding or diffi-

cult learning or performance situations) 

7. Fear of failure (Worrying that would do worse than the others in exams or classes) 

8. School value (Giving value to the school and its learning processes) 

 

Machine learning solution will be implemented to find out how all these factors are related 

to each other and to overall study performance with the goal of visualising benefiting sta-

tistical results using KNIME Analytical Platform. 

2 Research question 

The work done in this thesis is aimed to answer this main research question: 

 

How to use KNIME Analytics to develop an interactive visualisation tool for students’ per-

formance analyses? 

 

KNIME Analytics software provide vast amount of functions which can help in answering 

these questions. Focusing on these functionalities a project will be developed and ex-

plained step by step using data provided. 
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2.1 Sub-research questions 

To fully understand the main research question, we must go through a filter of sub ques-

tions such as: 

 

What findings can we relieve from KNIME analytics data visualization functionalities to 

help students’ performance understanding? 

 

It is crucial for the reader to understand the results of the first raw findings from data anal-

ysis done in this research. KNIME Analytics Platform offers variety of algorithms which 

makes it easier to understand the general findings from the data provided. The goal of an-

swering this sub question is to fully understand the given dataset.  

 

In some scenarios, experience has shown that the biggest findings are done after pre-pro-

cessing the given data and making easy to understand visualisations of them.  

 

What are the trends and approach to increase students’ academic performance? 

 

Above we mentioned eight factors from (NIEMIVIRTA, 2002) study that influences the 

overall academic performance. Machine learning models will be trained in KNIME with the 

given data to find out how fear of failure indicates the overall students’ performance. 

 

Is the data available accurate enough to make good behaviour prediction? 

 

Machine learning models need to have accurate data to make accurate predictions. After 

training the models we will evaluate the accuracy of the predictions by using the Score 

Node (Node to compare predicted data with the real data for evaluating model accuracy). 

This sub-question will let us know how good our predictions are and was the data enough 

accurate to do these predictions. 
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3 Methods 

3.1 Methodology 

Data analytics and machine learning are quite complicated to be implemented in a da-

taset. For this reason, having the project organized is important. We will divide this project 

in 3 main iterations: Data preparation, Data visualisation and Machine Learning.  

 

The first part of the project will be focusing mainly on data preparation. Structure of the 

dataset given is not clear enough to implement any data visualisation nor machine learn-

ing. Giving meaning to the values provided will help us conducting proper solution on the 

problem. This step will be elaborated in detail on the Implementation chapter of this thesis. 

 

When having understandable data in hand we will be ready to work on finding best ways 

on how to visualize them. KNIME platform offers variety of possibilities in data visualisa-

tion. There will be focus on doing interactive data visualization for better performance.  

 

The last but not the least will be implementing machine learning for predicting ‘Fear of 

Failure’ factor. By implementing this part on the project there will be big value added to the 

student performance studies. This will also give a chance to the user to interact with the 

system by inserting own dataset and let the system predict this factor. Deeper explanation 

will be given later on the implementation phase.  

3.2 Workflow processes 

To conduct a professional analytics and data mining, We will follow the cross-industry pro-

cess for data mining CRISP-DM (Chapman et al., 2000) methodology. There will be 6 

main steps to be followed are shown in the figure (figure 1). 
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Figure 1 CRISP-DM method 

 

1. Business understanding / Problem Understanding 

First step of this methodology is to understand the purpose of why we are conducting this 

Data mining. 

 

We intend to acquire the required business objectives, as seen from a business prospec-

tive, during the business understanding phase. We should generate a data mining prob-

lem definition based on the business needs. Afterwards, we can make the project plan. 

(M.P. Bloothoofd, A. Francken, 2018)  

 

2. Data Understanding 

Raw data most of the time are not that straight forward and you need to make sure to un-

derstand them properly before moving forward. Source of the data and form of data col-

lection helps on understanding dataset. If you don’t get familiar with the dataset then you 

must go back to the main problem we need to solve and see if the data provided is accu-

Business 
Understanding 

Data 
Understanding

Data 
preperation 

Modeling 

Evaluation 

Deployment 
 Data 
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rate enough for solving the problem decided on the previous phase. If you end up decid-

ing that the problem can’t be solved with the available resources, then you either stop 

working on the project or change the scope to a profiting lane. 

 

In data understanding phase, we have a lot of available data that has been collected from 

the project resources. Despite that, we cannot just start our procedures if we do not un-

derstand the data, so in this phase we check the data carefully to get familiar with it. More-

over, we investigate the data to point out the main characteristics of it. When we are able 

to distinguish the data, we reconnoitre for particular data mining questions and we test its 

quality. (M.P. Bloothoofd, A. Francken, 2018) 

 

3. Data preparation 

The third phase of CRISP/DM method is data preparation. All the required activities for 

converting the preliminary raw data into the final dataset are included in this phase. It is 

very important that the data is clean, which means there are no empty rows or data with 

no meaning. Regardless this, we still might need to work with dataset for things like: deri-

vation of attributes by errors in calculation or generation of new records. Furthermore, we 

have data integration and combination of information from different tables. All these small 

things can bring the need to transform the data, so it is proper for the modelling tools. 

(M.P. Bloothoofd, A. Francken, 2018) 

 

Easier said, after fully understanding the resources we have in hand we need to prepare 

them for data mining. Usually these resources are collected in different ways such as nu-

meric type, text type, voice type etc. as well as mixed of all. It is our duty to clean, adjust 

and prepare the final set that is going to be used for making the calculations needed. Most 

of the time if the data are provided as numeric there is a need for numeric translations to 

provide meaning. 

 

4. Modeling 

Using the provided data mining tools, we must build models out of the final dataset gener-

ated in the data preparation phase. Various tools offer different ways of how to build these 

models. Best approach at this point of the project is trying many available models and re-

veal more than one DM modelling results for comparing reasons. This will widen the pos-

sibilities and raise our accuracy in the DM. 

 

Essentially, when we have done data pre-processing, we can move on to the modelling 

phase. There are many accessible data mining techniques that help us to achieve the 
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data mining goal. Still, before we go to the actual model, we create a test model to evalu-

ate the quality and validity of it. Then, the data mining engineer measures the accuracy of 

the model based on the given results. (M.P. Bloothoofd, A. Francken, 2018) 

 

5. Evaluation (compute standard error to compare models) 

Preforming evaluation to our solutions is very important. In this phase we will define if we 

managed to solve the problem. Evaluations should be done from different perspectives. 

This means that there should be involved not only technical parties but also other busi-

ness-related individuals. It might be so that even though we did our best to conduct best 

modelling provided by the DM tool but still did not manage to solve the solution fully or not 

at all. At this point the whole project must be reconsidered form the beginning. This check 

point on the overall process is the most important part because it puts together every as-

pect of the project for evaluating the results. 

 

In contrary to modelling phase, where we evaluate the model from the technical data min-

ing viewpoint, during evaluation phase we need to evaluate the model from the business 

prospective, where we check if we reached the business objectives. The moment, the 

business needs are reached, we must go through all the process to check for any missing 

aspects. Finally, the researcher has to conclude with a settlement for the upcoming 

course of action. (M.P. Bloothoofd, A. Francken, 2018) 

 

6. Deployment (Visualise results) 

Evaluation is the most difficult phase of CRISP/DM method. When you manage to suc-

cessfully pass that phase, you need to think how to deploy the results so they are accessi-

ble for further usage.  

 

This can be another separate project since nowadays there is plenty of different way on 

how to do this. It can be internal serve on which should be taken action for deployment or 

some other outsourced provider who is using totally different environment and you need to 

do many more modifications for deploying purposes.  

 

Deployment can be done by a data analyst or the customer. When the data analyst does 

the deployment, he need to make sure that the enterprise can understand all the activity 

that should be done for using the model and results properly. A final report and presenta-

tion should be carried out to the customer or enterprise. 

 

Figure  CRISP-DM (cross-indus-

try process for data mining) 
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We will follow all the phases of CRISP-DM methodology in our project step by step. The 

main reason for following this path in our development is because this methodology is still 

on top for conducting Data Mining projects.  

 

In one of the statistic conducted by (KDnuggets, 2014) CRISP-DM methodology was used 

by 43% from 200 people working the industry. Historically this hasn’t changed much from 

year 2007 when same methodology was used by 42% of the people. 
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4 Background study 

Before going to deep on the study it good to have some background study on the main 

topics. This will help the reader to understand much better the research paper and get en-

lightened with the terminology used.  

4.1 Data Analytics 

Statistics is the field which gives a general idea of a collection of data. It calculates neces-

sary numbers to understand the data set.  

 

“Collection, examination, summarization, manipulation, and interpretation of quantitative 

data to discover its underlying causes, patterns, relationships, and trends.” (Web Finance 

Inc., 2018) 

 

This field is widely used where ever we have a dataset, it doesn’t matter the purpose. It 

can be numerical statistics, graph statistics, diagram etc.  

 

We are going to do statistical analysis to the dataset given for the project to really under-

stand the dataset but also make meaningful findings out of numbers, diagrams and 

graphs that KNIME Platform will generate for us.  

 

It is worth mentioning that in Machine learning processes, Data Analysis plays a great 

role. It helps you understand the given data but also compare predictions and actions 

taken. Machine Learning is all about statistics. 

 

There are two main types of Data Analytics: descriptive and predictive statistical analysis. 

Descriptive data analytics 

This kind of data analysis describes historical data of a company, environment or anything 

to give an overview of the current status. It can be precise on certain factors of the target 

or it can give an overall picture. We are going to implement descriptive data analysis in 

our solution. Of course, you can make conclusion out of descriptive data analysis and 

come up with ideas on the future trend, but this will not be as accurate as the Predictive 

data analysis.  

 

Descriptive data analysis is beneficial to companies because it can be used for describing 

various business aspects and providing a comprehensive view of the overall level of the 
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company. Important discoveries can be made because the reader has the opportunity to 

get familiar with the current state of the problem. (Halo Business IntelligenceHalo 

Business Intelligence, 2018) 

Predictive data analytics 

The name reveals itself on this type of DA. Predictive analytics are able to forecast the fu-

ture behaviour of the data and reveal truths of what might happen in the future. Nowadays 

there is many ways on how humans are able to do these DA using computing power of 

computers via Software solutions. In business environment this type of DA can make fore-

cast on demand so that the business knows the supply capabilities, if they are able to face 

the future or not and if not take actions based on predictions. Of course, people might 

think that this is not 100% sure but nowadays prediction algorithms are becoming complex 

and smart enough to predict close to 100% truth accuracy. 

 

Each time we are requiring some figures related with the future, we can refer to predictive 

analysis. What is more, it can help us to fill the missing information. (Halo Business 

IntelligenceHalo Business Intelligence, 2018) 

4.2 Machine Learning 

Machine Learning can be interpreted differently by different people. Below you can find 

few definitions given by different sources in almost the same timeline.  

 

Artificial Intelligence is a huge field with many subfields on it. One of those is Machine 

learning. So, what is machine learning? It is a science that learns from data and infor-

mation provided using different algorithms. The algorithms can be improved and changed 

by themselves, so there is no need for programming. (Marr, 2016) 

 

“Machine Learning is the science of getting computers to learn and act like humans do, 

and improve their learning over time in autonomous fashion, by feeding them data and in-

formation in the form of observations and real-world interactions.” (Daniel Faggella, 2017) 

 

Machine learning is an example of human and animals’ behaviours that learn from the ex-

perience. This is adapted to computers for future improvements based on past experi-

ence. (MathWorks, 2016) 
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In other words, Machine Learning is the process of training computers with historical data 

and use the learning for acting in the same way. This varies on how the reader defines the 

concepts but overall the idea of machine learning is understandable. 

 

The influences that Machine Learning have in technology innovations are enormous start-

ing from simple task to very complicated calculation that even humans can’t accomplish 

with success. Computers have the capacity of storing historical information and easily ac-

cess them with speed. Such a thing that humans don’t have. 

Timeline of Machine Learning 

For a better understanding of machine learning, it is important to go back in years and get 

a timeline how it developed from beginning till now.  

 

The history of machine learning dates back in 1943. In this year is modelled the first hu-

man neural network.  

 

In 1950, Alan Turing wanted to challenge computers’ intelligence, so he created a test, 

known as “Turing’s Test”. The test was given to a human and should make the human be-

lieve that he was talking with another human not with a computer. (Marr, 2016) 

 

In 1952, we have the first computer learning program done by Arthur Samuel. IBM imple-

mented this learning program to make improvements in moves and get some winning 

strategies. Later on, those moves were absorbed into IBM’s program. 

 

In 1959, the phone calls became clearer due to implementation of adaptive filter. (Marr, 

2016) 

 

Later, in 1968, the film director, Stanley Kubrick, described the intelligent computer of 

2001 and he wandered if it would really exist. It seems like a relevant assumption. (Marr, 

2016) 

 

In 1982, Blade Runner science-fiction movie develop the idea of smart machines giving 

emotions. In 1985 was the invention of NETtalk that was a self-tough program that learns 

how to pronounce about 20,000 words per week. (Marr, 2016) 
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A revolutionary date in Machine Learning history is 1997 when IBM created Deep Blue. 

Garry Kasparov, the chess expert was defeated by a computer and this was the first time 

in history. (Marr, 2016) 

 

In 1999, University of Chicago developed CAD Prototype Intelligent Workstation for de-

tecting cancer through mammograms. The accuracy was 52% better than radiologists. 

(Marr, 2016) 

 

After 2000s, Machine Learning became more popular and got usage in many aspects of 

life and technology. Still we have many definitions about ML and I would choose some of 

them. (Marr, 2016)  

 

The timeline above makes us understand how new the topic is and how powerful has be-

come in human life nowadays. Only for about 7 decades machine learning has evolved 

together with technology rapidly and has influenced Technology considerably. Some will 

say that machine learning is a modern concept, but the timeline shows that it is not that 

modern considering that it is about seven decades old. 

Categorisation of Machine Learning 

“One bit of advice: it is important to view knowledge as sort of a semantic tree — make 

sure you understand the fundamental principles, ie the trunk and big branches, before you 

get into the leaves/details or there is nothing for them to hang on to”. — Elon Musk 

 

Machine Learning is divided in three main sub-categories: supervised learning, unsuper-

vised learning and reinforcement learning. There is also semi-supervised learning, that 

stands between supervised and unsupervised learning. 

Supervised Learning 

The supervised learning is based on practical machine learning. There we have one input 

variable (X) and one output variable (Y). We can find the relation between these two varia-

bles, we can use algorithm. The mapping function is as shown in the formula below: 

(Brownlee, 2016) 

Y = f(X) 

It is important to imprecise, as good as possible, the mapping function. This way we can 

always predict the output variable (Y) for the data, when new input variable (X) is added. 

In this case, the algorithm is learning all the time from the training dataset. It is likely as a 

teacher supervising the learning process. Constantly, the teacher knows the right answer 
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and she gives continuous feedback to students. In supervised learning we have predic-

tions on the training data made by the algorithm and a teacher to correct all the time. This 

process goes on until the algorithm achieves a bearable level of performance. (Brownlee, 

2016) 

 

Using computers to find the right patterns on which the supervised machine learning will 

be based on, makes this process smoother. The reason behind this is the computing abil-

ity of computers that human biological brain would never have. Goal of the supervised 

machine learning is to learn by reusing system which makes computers smarter by time 

and increase prediction accuracy. Results are accomplished on same manners both from 

computers and humans at supervised machine learning. (Maini, 2017) 

 

Supervised learning uses classification and regression. 

 

Classification: 

In all kind of dataset exists classification. Data with similarities are classified into classes 

that then are used for making the prediction. This classification can be improved with the 

supervised learning by inputting more data that will make the accuracy of the prediction 

higher. This accuracy is affected by the algorithm we choose to classify as well as the way 

of applying it to the dataset. Since classification requires vast amount of data to be imple-

mented properly, training data on which we work on should be very much useful and ac-

curate. (Maini, 2017) 

 

Regression: 

In difference with classification, regression splits the data in training and testing data. The 

training dataset is labelled so that allows the model to learn from the labelled training ex-

amples. Labels also allows tracking so that the model is trained. On the other hand, the 

test dataset has no labels so the value we would like to predict using this model is un-

known. Most important feature of regression is that the model should be able to generalize 

cases that hasn’t faced before to increase the performance on the test data. (Maini, 2017) 

Unsupervised learning 

In difference from supervised learning, in unsupervised learning the algorithm is provided 

only with the input variable (X). There is no output variable (Y), no correct answer and no 

teacher to supervise the learning process. The algorithms should learn on their own de-

vice by discovering rudimentary distributions in the data so that the algorithms can dis-

cover more about it. After, they should come up with engrossing structure in the data. This 

structure should also be presented.  (Brownlee, 2016) 



 

 

14 

 

Unsupervised learning uses clustering, association problems, K-means etc. Below there is 

a brief description of clustering. 

 

Clustering: 

When the problem to be solved is finding certain groupings in the dataset based on any 

factor then clustering is the way to proceed. Examples of clustering can be finding groups 

of buyers based on products they bought. (Brownlee, 2016) 

 

Hierarchical clustering: It is used to create a hierarchy of clusters. 

Reinforcement learning 

This way of learning the dataset has no answer key but lets the agent to make the learn-

ing decisions. There is no training dataset, so agent learns on the way and becomes ex-

perienced on the go. While passing the data to be analysed the agent learns and make 

decisions such as good and bad actions. This brings the agent into a trial and error way of 

accomplishing predictions so that it can maximize the long-term rewards. (Maini, 2017) 

4.3 Data mining 

Data mining can be defined as finding models in a set of data that can be used for future 

predictions. These models can be different depending on problems intended to be solved. 

They are generated and trained by the available data set. (Leskovec, Rajaraman and 

Ullman, 2014) 

Statistical Modeling  

The term “data mining” was firstly use by statisticians to define the process of extracting 

some information that was not supported by the given data. By this means data mining 

has gone through evolution and now helps the statistical process. These days statisticians 

consider this term as the construction of statistical models. It helps on pulling visible data 

as an underlying distribution. (Leskovec, Rajaraman and Ullman, 2014) 

Statistical Limits on Data Mining 

Statistical limits are a data mining problem that try to uncover all the abnormal phenome-

non occurring to vast amount of data. It also treats the “Bonferroni’s Principal” which is a 

caution averse to fanatic data mining usage. (Leskovec, Rajaraman and Ullman, 2014) 
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Data Mining tasks 

For a smooth workflow of the project we need to follow some tasks. All the tasks needed 

are described briefly in the following paragraphs.  

 

Pre-processing: 

Data mining pre-processing contains all the steps we need to take in order to start working 

with the data we have. Differently said, pre-processing includes removing of abnormalities 

from the data, checking for null values and taking care of those. Moreover, we can use ag-

gregation and generalization for compressing the data. (Shravan, 2017) 

 

Outlier analysis: 

Outlier analysis is used for catching all the irregularities that are present in a dataset. This 

unusual data includes all the eccentric and outlying elements. (Shravan, 2017) 

 

Associative analysis: 

In a large dataset it is always difficult to uncover all the relationships of the data items. 

That is why we have associative analysis to unwrap all these hidden correlations. This is 

pretty obliging in making accurate predictions for particular items. (Shravan, 2017) 

 

Regression: 

Another data mining task is regression. We have a deep explanation in chapter 4.2.2.1, 

but just to remember, regression is used for making predictions of dependent variables 

through a model created from independent variables. 

 

Summarisation: 

We use summarization for concluding a compress illustration of the complete dataset. An 

assortment of techniques such as statistics, machine learning and pattern recognition cre-

ate the definition of data mining. As we can notice from chapter 4.2.2, data mining and 

machine learning algorithms go hand in hand with each-other. For this reason, there are a 

lot of crossing points between data mining and machine learning. (Shravan, 2017) 

Data Mining Tools 

Nowadays there are many data mining tools, but we are going to have a brief introduction 

to some of them and we will focus on KNIME Analytics Platform because that is the tool 

we are using for achieving the goal of this thesis. 
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DataMelt 

DataMelt or DMelt as is widely known, is not just a data mining software but a computa-

tional platform that provides statistics, numeric, scientific visualisation and symbolic com-

putations. In this paragraph we will touch only the data mining function of DataMelt soft-

ware. As a data mining tool, DMelt provides numerous features such as clustering, regres-

sion, curve fitting, neural networks, cluster analysing, fuzzy algorithms, analytics calcula-

tions, interactive visualization through histograms and 2D/3D plots. Everyone can use the 

IDE of DataMelt and its functions can be requested from the application using Java API. 

DMelt is available in two versions: community and commercial. Both versions can be ac-

cessed from Windows, Mac OS, Linux and Android platforms. jHelpWork and SCaVis pro-

grams are the basic of DMelt, which is the better version of those two together. Datamelt 

is a great software for scientists, engineers and students. (Shravan, 2017) 

Apache Mahout 

Apache Mahout is a very powerful machine learning tool that finds usage in huge techno-

logic companies such as Twitter, Drupal, Adobe and AOL. Moreover, many academics 

and researchers have found this machine learning tool quite impactful. But how does 

Apache Mahout function? Mahout is like an algorithms’ library that supports classification, 

clustering and frequent pattern mining. Also, it has a simple integration with Hadoop in a 

distribution mode. This is helpful for integration and massive volume of data mining. 

(Shravan, 2017) 

ELKI 

ELKI is a licensed open source software under AGPLv3. It is developed in Java and has 

the central focus on outlier discernment and cluster analysis, where it uses a selection of 

quite a few algorithms. ELKI is approached through a GUI that manifest the outcome 

when the chosen algorithm is run. This software has few designing goals that are related 

with scalability, extensibility, performance, the design used for receiving contribution and 

completeness. However, this software has not yet a professional support, which gives it 

limitations in usage. That is why the best utilization of ELKI is in research work and some 

scientist work. (Shravan, 2017) 

MOA 

MOA stands for Massive Online Analysis. As we can get from the name, MOA has as the 

principal function the data stream mining. This is a quite handy software that can deal with 

massive real-time data streams at a very high speed. MOA can be used through GUI, 

Java API or even command line, since it has been given out by GNU GPL. This powerful 
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software is a good alternative for designing real-time application since it includes a collec-

tion of machine learning algorithms. A swift computation should be done in the stream 

mining algorithms because the time is limited and we need to go through the dataset with-

out sorting it. As a solution to this data mining issue, MOA and Weka would be the perfect 

solutions because both of them support this matter. In spite of that, MOA would be the 

best fit since it can provide more analysis and mining information for real-time data. 

(Shravan, 2017) 

KEEL 

KEEL stands for Knowledge Extraction for Evolutionary Learning. It is an open source tool 

that functions on Java. It is an unionized tool supplied by GUI. In KEEL we can both man-

age and experiment with data. For managing the data with different file formats, there are 

four functions we can use: import, export, edit and visualize. Statistical libraries and stand-

ard data mining is utilised for data experimenting. To sustenance the data experimenting, 

it is important that a Java Virtual Machine (JVM) is installed in the system. KEEL provides 

quite many algorithms, and it is pretty clear understanding. That is why academics and re-

searchers try to implement KEEL. We can find an intelligible guide and support at the offi-

cial web-page: http://keel.es/. (Shravan, 2017) 

 

Rattle 

Rattle stands for R Analytical Tool To Learn Easily. As we can understand from the name, 

this data mining tool is developed in R statistical programming language. It has a wide 

range of features such as clustering, modelling, visualization. Rattle is supported in Win-

dows, Mac OS and Linux. It is a good tool for teaching purposes that is why many Ameri-

can and Australian universities are using this tool. Moreover, commercial enterprises and 

businesses make use of Rattle. (Shravan, 2017) 

KNIME Analytical Platform 

KNIME is an affluential open source analytics platform that sustains analytics, integration 

and reporting functions in one main software. It is a Java developed platform build upon 

Eclipse. KNIME is available in two versions: free software and commercial version, that 

make it good for individual and enterprise usage. It can be accessed through a GUI that 

provides different solutions for creating data flow. On top of that, KNIME manages data 

pre-processing, collection, analysis, modelling and reporting. Moreover, it is a very flexible 

platform that provides a smooth integration of Weka and R data mining software. Also, we 

should mention that KNIME use some extension mechanisms from Eclipse, such as text 

and image mining. That is why KNIME is on top used data mining platforms. (Shravan, 

2017) 

http://keel.es/
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We will use KNIME Analytics Platform, which is an open source modular environment of 

KNIME. This platform gives flexibility for any data analysing, machine learning and data 

mining. It is open source powerful platform that enables everyone perform accurate pre-

diction.  
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5 Design 

The design of this case study will be in accordance with KNIME Workflow. What is a 

KNIME Workflow? 

 

All the project created in KNIME are created by using the KNIME Workflow. It is the pro-

cess of connecting and configuring all Nodes needed for receiving the result. It is a work-

flow because each node has one job to do and the overall task flows through nodes from 

reading, processing, mining to displaying. 

 

In this way we will be able to understand how the results are concluded. 

5.1 Understanding the dataset 

Before starting the development of the workflow, we need to understand the data given to 

work with. In our case the dataset given are the answers gathered from the (NIEMIVIRTA, 

2002) questionnaire handled to the 2018 BITe students of Haaga-Helia UAS. In total the 

questionnaire has 30 questions and all of them can be answered numerically only. In the 

first 6 question there is gathered some basic information about the student such as: 

 

1. Gender 

2. Age 

3. Nationality 

4. Which study semester is the student in? 

5. Does the student have already accomplished a higher education? 

6. Was BIT program the first choice? 

 

All this information is shown in numerical values in our dataset such as: 

 

1. Gender 

a. 1 = Female 

b. 0 = Male 

2. Age 

a. 1 = 18-21 

b. 2 = 22-25 

c. 3 = 26-29 

d. 4 = 30-35 

e. 5 = >35 
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3. Nationality 

a. 1 = Finland 

b. 2 = Europe 

c. 3 = South American 

d. 4 = North American 

e. 5 = Asian 

f. 6 = African 

4. Study semester defined by the number 

5. Does the student have already accomplished a higher education? 

a. 1 = YES 

b. 0 = NO 

6. Was BIT program the first choice? 

a. 1 = YES 

b. 0 = NO 

 

The real dataset provided to conduct this study is shown in figure (Figure 2) 

 

 

Figure 2 Raw Dataset 

 

The rest of the columns are rating based questions. Students are rating 24 questions from 

1 to 7 or 1= Not true at all to 7= Very true. 

 

In relation to (NIEMIVIRTA, 2002) study all these 24 rating questions are grouped accord-

ingly in 8 main scale which in reality are 8 main study factors influencing study perfor-

mance.  
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Figure 3 Niemivirta Scaling Questionnaire 

 

There are about 100 rows collected for this dataset. After implementing the project, we will 

see if this is enough rows to work with. At this point the reader can understand the dataset 

given. 

6 Implementation 

6.1 KNIME Workflow Development 

This thesis is narrowed into a certain group of students that are Business Information 

Technology (BITE) students of Haaga-Helia University of Applied Sciences in Helsinki Fin-

land. The study, statistics and predictions handled in this work are focused on this group 

as well as giving the opportunity of generalisation. 

 

The goal is to provide an interactive user-friendly statistical view on which a user can see 

current situation of students’ behaviour as well as Fear of Failure predictions.  

 

In details we will explain how we can create a KNIME workflow. Step by step this paper 

will show how the research is done and how the prediction is handled.  

 

Even though the paper will be narrowed to the pre-defined dataset provided from the 

above-mentioned group of people, this paper will give general understanding on the 

power of Machine Learning and Data Analytics. With a little more research, the reader will 

be able to develop own KNIME project on his/her own requirements. 
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6.2 Data understanding 

The first step of this process is to know in which area are we working in and what kind of 

supply information is available for the process. Relating to our case this section will clarify 

the reader in general the start points of the project by answering the following questions: 

 

● What problem should we solve exactly? What are the expectations? 

 

The main problems we are solving in this paper are: 

a) How (NIEMIVIRTA, 2002) 8 study factors relate to each other (in the given da-

taset)? 

b) What happens to Fear of Failure if we increaser/lower the coefficient for another 

factor? 

c) By visualizing the pre-processed dataset, find hidden results for students’ perfor-

mance. 

 

The hypothesis: 

 

a) Visualise in the best way the dataset so that it is understandable 

b)  User can upload another dataset collected for one or many persons and interact 

with the results 

 

● How should the solutions look like? 

 

There will be dynamic data visualization such as graphs, tables, Scatterplots etc. The so-

lution will allow the user to interact with data as well as test his/her own dataset in the sys-

tem. 

 

● What are the hypothesis from (NIEMIVIRTA, 2002) study  about the problem? 

 

We know that the 8 factors influence accordingly to the overall study performance. Logi-

cally we can conclude some finding from the first observation of the (NIEMIVIRTA, 2002) 

8 factors results: 

 

a) Mastery-intrinsic orientation >should be high 

b) Mastery-extrinsic orientation > should be high 

c) Performance-approach orientation > should be high 

d) Performance-avoidance orientation > should be low 
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e) Avoidance orientation > should be low 

f) Fear of Failure > should be low 

g) Academic withdrawal > should be low 

h) School value > should be high 

 

 We also know the corresponding questions for each factor shown in Table3. 

 

6.3 Data preparation 

Read Data 

Every KNIME workflow must start with some dataset, which can be provided by a server 

or a simple dataset file such as excel file, csv file or any other format. The software offers 

quite many nodes which support reading any type of file as well as able to connect to da-

tabases. In this project we will be using the ‘File Reader ‘node to read our dataset pro-

vided. 

 

We have converted the file to .csv (comma separated values) for an easier reading pur-

pose. After locating the file in the local machine and configure the node to read headers 

and values properly we end up having the dataset part of the workflow. 

 

  

Figure 4 File Reader Node configuration 
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As we can see on the figure (Figure 4), the data is quite encrypted with numerical values 

and it is non-understandable and hard to work with. The next steps will show how to give 

meaning to these numerical values. 

Construct Data 

Most of data collections are done in numeric values for easier export from any platform in 

which the data are collected. There is always data construction taken place to work with 

the dataset. In the 4.1 Data Understanding chapter dataset value meaning is explained in 

detail. We will use Nodes provided by KNIME to reach the goal.  

 

List of nodes needed to construct our dataset are: 

 

1) Math Formula (used to conduct data calculations throughout individual lines) 

2) Column filter (used to filter unnecessary columns) 

3) Column Rename (used to give meaning to the column name) 

4) Numeric Binner (used to binn numeric values into meaningful text using value bounda-

ries) 

5) Rule based Row-Filter (to remove rows with null values for better data accuracy) 

 

Every single node has its own purpose in this workflow. Below is an overall picture of the 

data construction flow. 
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Figure 5 Data Manipulating Metanode 

 

The end goal of this flow is to have a much more understandable dataset table with which 

we will be working to achieve the bigger goals of this topic. This process is the most im-

portant and it must be accurate enough to trust on building a whole project out of it. The 

results will be our key resource in conducting data analytics as well as model training for 

our machine learning prediction models’ purposes. 

  

Let’s dive deep on the process to understand more what every single step is helping data 

construction flow: 

 

Remove non-valued rows by implementing rules 

Part of the data construction process is also to make sure that the data we will be working 

with, is as well-aimed as possible. We need to make sure that the calculation of results 

are accurate ones. Rows with empty values can mislead the calculations and provide 

wrong results to the calculation. The best practice is to remove the rows with empty or null 

values. This can be done with Rule-Based Row filter. We configure this node by assigning 

some rules for removing rows with empty values. 

 

The Rule-Based Row filter peers the user-defined rules with one row in the input table. 

The peering can have a TRUE or FALSE outcome. Presuming that we have a TRUE out-

come, then the row is chosen for inclusion. Or else, if the outcome is FALSE, the outcome 

would be excluded. At the point we have no peering between the rules and the row, then 
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the row would be excluded. Both, inclusion and exclusion can be inverted. (KNIME 

User+Developer, 2018) 

 

After this step we will be doing average calculations from the values provided. To make 

sure that the averages are calculated properly we have to remove the rows where the 

value on the columns needed for averages that have value = 0. If the value of the column 

is 0 then the average will be wrongly calculated and will be misleading us to wrong results. 

 

In figure (figure 6) is displayed how to configure the Rule-Based row filter node according 

to our needs.  

 

Figure 6 Rule based row filter node configurations 

 

Metanode for calculating the averages. 

Before on the earlier chapters we mentioned that we will be using averages of the 8 fac-

tors of (NIEMIVIRTA, 2002) study as well as the table shows which questions corre-

sponds to each factor. In the given dataset we have columns named by question number. 

This will help us to calculate the average results for each factor. The calculations are 

made inside a Metanode for a better project flow management and easy to understand 
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data construction. A metanode in KNIME Software is a group of nodes which get input 

and give the processed output.  

 

Our Metanode for calculating averages are using several Math Formula nodes to make 

computation for every single one of eight factors we are interested in studying in this the-

sis topic. From inside this metanode looks as follows: 

 

 

 

Figure 7 Metanode for calculating averages 

 

First let’s understand what a Math formula node is in KNIME environment and what it 

does. 

 

 

This node implements mathematical calculations to desired values in the dataset row. Af-

ter performing, computed results can be displayed either as a certain column replacement 

or as totally new one. It come with many built in mathematical functions that help the cal-

culating process. Some of these functions are: pi factor, total number of rows in the table 

as well as many more column-based constants. (KNIME User+Developer, 2018) 

 

This node uses JEP, the Java Math Expression Parser. Configuration example about this 

node can be found on the figure (Figure 8) which shows how we calculate the ‘Fear of fail-

ure‘ factor average and add it to a new column named as such: 
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Figure 8 Math Formula node (Fear of Failure) 

 

According to the appendix (appendix 1) attached with the dataset provided we know that 

numeric values of Q10, Q14 and Q30 columns correspond to this factor. Using this node, 

we calculate the average of these three columns for each line (record) and display it to a 

newly created column with a much more descriptive name as ‘Fear of Failure‘ that will 

help us for all analytics and prediction requirements. 

 

We are using the same way to calculate all 8 factors independently and generate separate 

columns accordingly. All these custom columns will be added to the dataset.  

Filter the unnecessary columns 

In the first step we added 8 more columns to the dataset by calculating the averages for 

every single factor. In this case we need to filter the columns from which we got the aver-

age results from. This filtering will clean the dataset for the next step. To achieve this 

KNIME offers the Column filter node which allows us to decide which columns to remove 

from the listing and which ones to display in the output. This node is straightforward and 

easy to configure as in figure (Figure 9). 
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By using this node, the user can filter part of the data set columns. This node is easy to be 

configured since it has left part which shows the excluded columns and right part the in-

cluded columns. After performing all the right part selected will be shown as part of the ta-

ble which will exclude the left column ones. (KNIME User+Developer, 2018) 

Rename the generic columns accordingly 

After filtering the columns, we can see that some of the columns are not named accord-

ingly and they have no meaning for us to understand the values given for those columns. 

In this case we use Column rename node to rename this column to a more understanda-

ble way. Again, for accomplishing this we refer to the data explanation appendix (appen-

dix 1) provided with the dataset. Configurations of the node are shown in figure (Figure 

10) 

 

Figure 9 Column Filter Node configurations 
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Figure 10 Column Rename node configurations 

 

Column rename node performs the renaming of multiple columns names as well as their 

type. The type can be changed only if the cells of the selected column can be either safely 

cast or transformed to. There can be multiple renaming as well as type transformations in 

one single node. If the line of desired changed is marked in red it means that the type 

transformation is not allowed dye to the values of the cells of that particular columns can-

not be transformed for the selected type. (KNIME User+Developer, 2018) 

Data Visualization Module  

In this Module we will go through KNIME possibilities of visualizing our dataset on best un-

derstandable way. Main purpose of this project is to analyse 8 factors that influence stu-

dents’ performance and visualize them in an easy to understand way. There are many 

possibilities on how we can achieve this goal.  

 

Before moving to the actual process of data visualization we need to make sure that our 

data is ready for these analytics. Current stage of our dataset is that every value has a 

meaning and we can read clearly through them as shown in the figure (Figure 11).  
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Figure 11 Raw constructed data table after manipulations are implemented 

 

To begin with we must define what exactly do we need to visualize and how. First there 

will be an overall data visualization where we can see all available factors including the 

person information such as gender, age, nationality etc. as well performance factors such 

as fear of failure, school value, academic withdrawal etc.  

 

Let’s have a look at the possibilities that KNIME Platform provides and decide on which 

fits our need in this situation. 

 

On figure (figure X) is the list of default ways of 

data visualizations nodes provided. These are 

not interactive but static visualizations. With static 

visualization we understand that user is not able 

to interact with data in real time. There must be 

changes on the node configurations so that 

changes are applied. The list has self-explana-

tory names as well as icons, so it is easy to un-

derstand.  

 

But this is not the only options. KNIME labs have 

developed awesome JavaScript views for visual-

izing interactive charts and graphs. On figure 

(Figure 12) is the list of available interactive data 

visualization nodes. 

Figure 12 List of Knime default views 
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Interactive JavaScript Sunburst chart 

For achieving our goal on visualizing whole da-

taset give as understandable as possible we 

decided to go with the JavaScript Sunburst 

Chart (Figure 14). 

 

 Sunburst Chart is a type of visualisation that is 

built in data hierarchy. Hierarchy levels are 

being visualised as rings with the root in the 

centre and the rest of the hierarchy moving 

outwards from it. These series of rings are 

sliced for each category of that hierarchy 

level.(Severino Ribecca, no date) 

 

 

This complex chart is autogenerated by the JavaScript node. In our case it creates a hier-

archy of all the columns starting from gender all the way to avoidance orientation.  

 

The line on top displays the hierarchy details of the selected data. It uses the values pro-

vided for each column. Let’s start by reading the sample selected data in the figure (Fig-

ure 13):  

- 1.52 % of students are 

o Gender: Male 

o Age: 26-29 

o Nationality: North America 

 

Figure 13 JavaScript Interactive views 

Figure 14 Interactive Sunburst chart with overall data example 
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o Graduated before: No 

o Was BITe as first choice: Yes 

o Performance-approach orientation: high (average more than 5) 

o School value: medium (average between 3 and 5)  

o Academic withdrawal: medium (average between 3 and 5)  

o Mastery-intrinsic orientation: high (average more than 5)  

o Performance-approach orientation: high (average more than 5)  

o Mastery-extrinsic orientation: high (average more than 5)  

o Fear of Failure: high (average more than 5)  

o Avoidance Orientation: high (average more than 5)  

 

Since the number of columns to be calculated analysed is 13, Sunburst chart looks quite 

complex to understand and id gives very precise details. From the general observation we 

can’t conclude beside the fact all the data are visualized. After you start hoovering on top 

of the graph it starts to make sense. We will leave the reader to use this interactive chart 

and make own interpretation of the data.  

 

The flexibility of data visualization we can conduct with is interactive JavaScript view is 

considerable. In another part of this data visualisation module we combined other interac-

tive features provided by KNIME Analytic Platform. In this part there are combined 3 differ-

ent interactive visualization nodes Range Slider Filter Definition, JavaScript Sunburst 

Chart and JavaScript Table View.  

 

All these nodes are gathered in a wrapped metanode so that they can displayed and inter-

act with each in a single view. After we configured all nodes that we want to be viewed in 

a single page we wrap them into a wrapped metanote. This metanode generates a list of 

JavaScript views of the selected nodes into a single HTML page. We have used about 

four of these wrapped metanodes to separate different data visualization possibilities in 

different pages.  Main KNIME workflow looks like in figure (Figure 15). Everything is gath-

ered in separate metanodes and wrapped metanodes. The difference between these two 

is that a simple metanode just gathers selected nodes while wrapped metanodes are able 

to generate page views out of the view nodes inside. In the beginning of this chapter we 

explained Interactive Sunburst Chart with overall information wrapped metanode, while 

now we will talk in detail how did we managed to generate a single page view with a list of 

interactive data visualization nodes. A print preview of this single page is attached to this 

thesis (Appendix 1). 
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Figure 15 Main KNIME workflow 

 

Inside the selected wrapped metanode there are three main interactive ones with data 

nodes as shown in figure (Figure 16) 

 

 

Figure 16 Combination of three interactive nodes 
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We want to give the use the possibility to filter the data according to Fear of Failure factor. 

After completing data manipulation in our constructed dataset, we currently have a column 

name Fear of Failure which has double values calculates as averages of the correspond-

ing questions answers. 

 

Range Slider Filter is a node that can perform filtering of the data set rows for the desired 

range of values of a certain column. This filtering Is visualized as a slider and triggers fil-

ter-ing interactively for visualization purposes. (KNIME User+Developer, 2018) 

 

 

Figure 17 Range Slider Filter Definition configuration 

 

In figure (Figure 17) are shown the configurations of this node. First, we need to define on 

which column we want to implement filtering and change make changes for the cosmetics 

of the slider. With these configurations the slider looks as in figure (Figure 18). 

 

 

Figure 18 Interactive slider 

 

After finished with the slider we move on by connecting it with the Sunburst chart. In this 

chart we want to create a hierarchy of the 8 Niemivirta factors. Configuration of this node 

is shown in figure (Figure 19). 
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Figure 19 Sunburst chart configuration 

 

First step for configuring this is to select columns on which to build the hierarchy for dis-

playing the data. In our case we have selected columns with the binned values for the 8 

Niemivirta factors. In the value column Fear of failure numeric column is selected to be as 

our value column.  

 

On the next tab ‘General Plot Options’ visuals can be configured such as Title of the chart 

and which interactive features should be allowed. In the inner label style, we decide to use 

percentage instead of sum because the sum of the rows is not that descriptive for our vis-

ualisation.  

 

In the ‘Control Options’ tab we can allow the user to interact with the chart by enabling the 

control options. In our case we have allowed all control possibilities, so it provides good 

variety of chart configuration options. 

 

 

The results of the node we 

configured earlier are dis-

played in the figure (Figure 

20). There has been selected 

some data to show that the 

chart is interactive as we con-

figured it to be.  

 

Data analytics can be con-

ducted on this chart by play-

ing around with the interactiv-

ity on the chart 

 

 

Figure 20 Niemivirta factors Sunburst chart 
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The final step for completing our page view with all three nodes is adding and configuring 

the JavaScript Table View. The purpose of this node is to display the detailed values of 

the selected dataset from the Sunburst chart. Since this is a JavaScript Table view, it al-

lows us to interact with this table itself as well.  

 

 

Figure 21 JavaScript table View configurations 

  

As always, the first step of a node configuration is selecting the columns on which the 

view will be built on. In this case we select the columns which have actual factor average 

calculated for each factor. In total there will be 8 columns to be displayed. At this tab the 

title and subtitle of the table can be written as well as the number of rows to display as 

well as some simple display options.  

 

In the ‘Interactivity’ tab we will configure all interactivity option for the reader. Important to 

notice at this point is that we need to have the ‘Show selected rows only’ active so that the 

table will display only selected rows. 

 

In figure (Figure 22) is displayed an example of Sunburst chart data selection and Table 

auto populated with the selected dataset. In the chart we have no values but only binned 

values which means that the chart find the values for the selected data and displays them 

accordingly. This gives a deeper data transparency by interacting while making analytics. 
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Figure 22 JavaScript table viewing select data from Sunburst chart 

 

To sum up this whole page is now ready to be used. In this page are three different nodes 

influencing each other’s data availability. The flow goes so that first you decide to filter by 

Fear of Failure factor using the slider which will interactively filter the data for displaying in 

the chart. In the chart you can explore by hoovering on top of it but then if you desire to 

see the real raw numbers use the selector for selecting sections of the chart (example 

shown in (Figure 22) and marked in red narrow). After selecting the section JavaScript ta-

ble will be auto filled with the selected data so you can dive deep in actual numbers. 

 

Interactive bar charts 

In our main KNIME workflow there are at least two wrapped metanodes which have vari-

ety amount of Interactive bar charts. In this part we will show how these bar charts are 

configured as well as what valuable findings came out of them. 

 

What is a bar chart? 

A bar chart is a graph with rectangular bars. The graph usually compares different catego-

ries. Although the graphs can be plotted vertically (bars standing up) or horizontally (bars 

laying flat from left to right), the most usual type of bar graph is vertical. 

 

“The horizontal (x) axis represents the categories; The vertical (y) axis represents a value 

for those categories.” (To, 2018) 
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In one of the wrapped metanodes named ‘Interactive Bar Charts’ we have grouped 4 main 

JavaScript Bar charts to be displayed in a single page view as shown in figure (Figure 23) 

 

As we can see we don’t do anymore any 

data manipulation since all of them were 

done in the beginning of the process.  

 

4 Niemivirta factors are chosen to be com-

pared with the rest 4 other factors. The goal 

of this data visualization is to find out how 

these factors influences each other. By in-

terpreting on right way very good findings 

can be revealed by studying these specific 

bar charts. 

 

 

At this part there will be explained one of these 4 bar charts how it is configured and what 

is the purpose and meaning of it. Configuration windows are shown in figure (Figure 25) 

 

 

Figure 24 Javascript Bar Chart configuration 

 

To configure this bar chart, we start by choosing our main category column. We have 

binned the values of Fear of Failure into three main bins low, medium and high. These are 

going to be our categories. Then we select the columns on which the categories will be 

implemented in. Because we want to work with numbers now we select the columns 

which have only numeric values. If we select Average on the Aggregation Method, node 

will to the following: for each category of fear of failure this node will calculate the average 

of all data for the corresponding column. 

Figure 23 Interactive Bar Charts wrapped 

metanode collection 
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In the General Plot Option tab, we can configure the cosmetics of the bar chart such as 

Title and Subtitle as well as labels for the axes. It is worth mentioning here that we select 

Grouped as Chart type because in this way we will understand more the differences on 

each factor. The control rights for the chart interactivity are set in the Control Options tab. 

 

The results of this JavaScript Bar Chart are shown in figure (Figure 25) 

 

Figure 25 Fear of Failure Comparison Bar Chart 

 

From the first quick observation of this generated chart we can see that performance-

avoidance orientation factor is influenced the most by fear of failure. If there is high fear of 

failure, then there is high performance avoidance as well as for the other levels it changes 

in the same way.  

 

How can interpret these results from the bar chart? 

 

We know from (NIEMIVIRTA, 2002) that fear of failure factor is the one which shows that 

student is afraid to fail in tests and classes. On the other hand, performance avoidance re-

lated to the ability of avoiding failing situations. Keeping the above-mentioned statements, 

we can say that student who are afraid in failings try to avoid situations where they can 

fail. As well students who are not afraid in failing are more daring and don’t avoid situa-

tions where the might fail. 

 

Many more interpretations can be implemented at this graph, as well as all the other ones 

generated in this project. 
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6.4 Modeling module 

In this module we will be talking about building models from the data provided using the 

features of the KNIME Analytics Platform. Modeling on other words is implementing ma-

chine learning to the dataset. This platform provides us many possibilities on modeling as 

well. In KNIME modeling can be performed by the learner nodes. These nodes are the 

ones which we train for creating models on which we make predictions and calculations 

on.  

 

 As shown in the figure (Figure 26) KNIME has 

many options on conducting modeling phase. For 

our case we tried many on the testing iteration but 

decided to go with Decision Tree and Tree En-

semble because they made highest accurate pre-

dictions in our most wanted factor ‘fear of failure’ 

 

The factor on which the prediction is going to be 

made is ‘Fear of Failure’ as stated beforehand. 

This factor is assumed to be affecting most of the 

students’ performance and through predictions by 

implementing machine learning we will try to prove 

this assumption. In the same time, we will use the 

model created to predict fear of failure if other data 

is inserted in the platform from another source.  

 

In KNIME environment there are some steps to be 

followed to be able to train proper models. We 

have followed these steps in our project as shown 

in figure (Figure 27) 

Figure 26 Mining possibilities in 

KNIME Analytical Platform 
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Figure 27 Machine Learning module 

 

As a first step of this process is data partitioning (dividing the dataset into two chunks). 

This allows us to have two separate datasets, one for training the model and the other one 

for making comparisons for the predicted field. This can be achieved by Partitioning node 

which in our case is configured as in figure (Figure 28). 

 

Partition node is configured to split 20 per-

cent of the input data using Linear Sam-

pling. 

 

Linear Sampling mode divides the dataset 

by including the first and last rows, as well 

as selects the remaining rows linearly from 

all the rows available. One example of this 

linear selection is by selecting every second 

row or every third row of the dataset. 

(KNIME User+Developer, 2018) 

 

 

 

 

In our project we decided to go with only two Learners (nodes that get trained by the in-

putted data). 

 

Figure 28 Partitioning node configuration 
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1. Decision Tree Learner 

This learner node is based on making decisions using data classification in a tree like 

mod-el. As in all learners we need to have a target column which in our case must be 

nominal to perform this kind of learning model. The rest of the data set inputted for learn-

ing purposes can be either numerical or nominal. In the background logic of this node 

there are pre-formed numeric splits as well as nominal splits for classifying the data set. 

Numeric splits are always handled as binary ones with two outcomes which divides the 

domain in two separate parts based on a split point. On the other hand, the nominal splits 

can be binary split as well but also classified or split in as many nominal values as they 

contain. Then the algorithm comes up with two quality measures for calculating the classi-

fications: the gain index which comes from the numerical splitting and gain ratio from nom-

inal splits. (KNIME User+Developer, 2018) 

 

2. Tree Ensemble Learner 

Different from the decision tree learner, tree ensemble learner follows a different ap-

proach. It uses regression method for learning from the dataset. There are multiple re-

gres-sion trees generated from learning different dataset and/or columns that are used as 

rulesets for making predictions. These predictions are based on the tree models by apply-

ing the tree ensemble predictor node to generate predictions. (KNIME User+Developer, 

2018) 

 

The reason why we decided to have two learners is because we can compare accuracy of 

the prediction conducted and choose the best for deployment. We are not going to explain 

in detail how these nodes are configured and what each configuration means because this 

is not the purpose of this thesis. Even though below we will briefly show how to setup this 

learner basic configurations.  
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In figure (Figure 29) we can see a list of available configu-

rations for this node. Usually these type nodes are auto-

configured to perform the normal process of learning from 

the data provided. The most important change we need to 

make is define the Class Column to the one we are aiming 

to train the data for to make predictions on the next steps.  

 

Configuration of Tree Ensemble learner is handled in the 

same way. 

 

 

After executing these nodes, they conduct learning pro-

cesses of the part of data we input for learning. Since both 

selected Learners are based on tree rule learning, pair of tree rulesets models can be 

found on the execution properties of these nodes shown in figure (Figure 30) and figure 

(Figure 31). 

 

Figure 30 Decision Tree Learner Tree Model 

Figure 29 Decision Tree 

Learner Configuration 
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Figure 31 Decision Tree Learner Simple Model 

 

The next step in the process is to use the other part of the data which we divided earlier 

using Partitioning node and make predictions using Decision Tree Predictor node. 

 

This node must have as input the decision tree generated by the learner node in order to 

predict the decided class value. It uses patterns found by the learner node to make as ac-

curate prediction.(KNIME User+Developer, 2018) 

 

Configurations of this node are shown in figure 

(Figure 32). Most of these are cosmetic configura-

tions for the new generated column which has the 

predicted data. 

 

This node has the ability of using the Learner 

node ruleset by applying it to the test past of the 

date to make predictions.  

6.5 Evaluation 

The most important step of machine learning is evaluating the results. The goal of this 

evaluation is to find the model out of the one we created in the previous steps and decide 

Figure 32 Decision Tree Predictor 

configuration 
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how to use it for beneficial purposes. KNIME Analytics Platform offers good variety of 

evaluation nodes that can calculate and evaluate how accurate the predictions are. One of 

the most used nodes for this purpose is the Scorer node.  

 

Scorer node provides as an output the calculated confusion matrix by comparing two spe-

cific columns (most of the time the predicted column with the original one). It compares in 

details the matches and mismatches of the selected columns. User has two choose these 

two columns manually for comparison, the node displays the first selected column values 

on the rows of the confusion matrix and the second one on the columns. The rest of the 

cells of this table are filled by the match and mismatch numbers accordingly. Another out-

put of this node is a more detailed analytical table. This table has many other accuracy 

metrics such as: True-positives, True-Positives, False-Positives, True-Negatives, False-

Negatives, Recall, Precision, Sensitivity, Specificity, F-measure, as well as the overall ac-

curacy and Cohen's kappa. (KNIME User+Developer, 2018) 

 

In figure (Figure 27), the overall flow of machine learning is display. It easy to notice that 

both flows end in this Scorer node. Every time we conduct a prediction of any kind there 

must be an evaluation for choosing the best model as final. In this project we will do evalu-

ation manually by running the Scorer node and viewing accuracy results.  

 

In figure (Figure 33) is displayed the 

confusion matrix for the Tree ensemble 

predictions. This table is generated af-

ter executing the Scorer node. There is 

displayed most important numbers we 

need for evaluating the results. 

 

We can see that Tree Ensemble model 

managed to make 62.5 % of the predic-

tions correctly and the rest predicted 

wrongly.  

 

Marked with blue are the data which were predicted correctly. Let’s have a look at the 

other model results shown in figure (Figure 34).  

 

Figure 33 Confusion Matrix for Tree Ensemble 

model Scorer 
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 It seems like our Decision Tree model 

has a higher accuracy rate and more 

correct predictions.  

 

After comparing the two models we de-

cided to go with Decision Tree model 

for the deployment sample workflow 

developed for testing the environment.  

 

 

 

6.6 Deployment 

Deployment of this project will not be performed on a real KNIME server as such, but we 

will create a separate project to stimulate the server and make tests when applying new 

modified dataset in the solution. 

 

First step is writing the selected model some-

where accessible because we will read it later 

in the project. The PMML Writer node is used 

to write models locally. 

 

This node allows the user to define the loca-

tion where the model is saved. After running 

this node, a local model file will be created 

that can be used only by the PMML reader node which reads these files as mod-

els.(KNIME User+Developer, 2018) 

 

After saving the model locally we try to generate new data for testing the environment. In 

our solution we pulled one person’s answers from the dataset provided and used it as in-

put to the testing project shown in figure (Figure 36) 

Figure 34 Confusion Matrix from Decision Tree 

model Scorer 

 
 

 

Figure 35 PMML Writer 
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Figure 36 Test environment project with reporting feature 

 

As mentioned before this simple project is developed to stimulate some environment for 

performing single row predictions of fear of failure as well as give a grade to the overall 

students’ performance by calculating averages of all factors. For running this project, it is 

used BIRT Report Viewer which is running KNIME reports locally.  

 

BIRT (Basic Intelligence Reporting Tool) is reporting software which belongs to open 

source software. It allows the users to generate reports out of the input data and these re-

ports can be exported in PDF, PowerPoint, HTML etc. formats. In our case Knime has this 

tool already implemented. User just need to report the results of the flows to this report 

and configure BIRT user interface for better reporting understanding. (KNIME, 2018) 

 

Results of this testing reporting as shown in figure (Figure 37) 

 

Figure 37 BIRT Report Viewer in sample testing environment 
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7 Results 

We currently have a working KNIME project which has a stable data manipulation as well 

as variety of interactive data visualizations. Basics of machine learning for predicting fear 

of failure factor are implemented with a Decision Tree learner model of an accuracy more 

than 65%. In the same time some server data testing stimulations are handled on the 

other project submitted with this study.  

 

Beside the technical results we also provided meaningful data visualisations for being in-

terpreted by other student colleges involved in the same project such as Enxhi Nikolla. 

The graphs provided helped on finding hidden truths about current students’ performance 

as well as making assumptions for future trends. 

 

A detailed KNIME project workflow has been explained in this paper which includes al-

most all aspect of working with data and implementing basic machine learning. The reader 

will be able to understand the basics of KNIME Analytic Platform and its capabilities.  
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8 Conclusion 

The objectives of this project were to implement KNIME Analytics Platform in to studying 

and predicting Niemivirta’s 8 scale factor which indicate the students’ performance. The 

data given in use were generated by real students studying in the same degree.  

 

There were many challenging situations during this thesis due to the limitation of amount 

of data we were provided, but this was a step forward in understanding KNIME in deep 

and going forward with test-projects during this whole time. 

 

To conclude, capabilities of the platform decided to be used as a tool for developing this 

project are considerable and flexible. With KNIME Platform we managed to create many 

useful interactive charts that can be used in studying status of students’ performance of 

BITe degree programme in Haaga Helia. 
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