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a b s t r a c t

Vibration-based structural health monitoring aims at detecting changes in the dynamic
characteristics of a structure. A direct time-domain damage detection method is proposed,
in which no system identification is needed. In this data-based method, response signals
are acquired using a sensor network. Utilizing hardware redundancy, each sensor signal
can be estimated from the remaining signals in the network. The residuals, or the differ-
ences between the actual and estimated signals are used for damage detection. However,
the measurement error affects the detection performance. Therefore, a novel two-step
algorithm is proposed. The signal-to-noise ratio of the signals is first increased by devel-
oping Bayesian virtual sensors that are proved to be more accurate than the hardware.
Virtual sensor data then replace the actual measurements in the subsequent data analysis.
In the second step, environmental or operational influences can be eliminated by acquiring
training data under different conditions and estimating the signal of each sensor using the
remaining virtual sensors in the network. The excitation or the environmental or opera-
tional variables are not measured. In this two-step algorithm for damage detection, each
sensor's signal is estimated twice. The novelty is how to apply Bayesian virtual sensors to
residual generation resulting in enhanced damage detection. Principal component analysis
is applied to the residuals and an extreme value statistics control chart is designed for
damage detection. Vibrations of a healthy and damaged bridge structure were simulated
under random excitation and temperature variability. Virtual sensors outperformed the
actual measurements in damage detection making an early warning more plausible.

© 2020 Elsevier Ltd. All rights reserved.
1. Introduction

Structural health monitoring (SHM) can replace visual inspections of important infrastructure. Several nondestructive
techniques are available for damage detection, for example radiographic testing, thermography, ultrasonic testing, vibration-
based methods, acoustic emission, electromagnetic testing, and optical methods [1]. Vibration-based methods are attractive,
because damage can be detected remotely from the sensor. In vibration-based SHM, a large sensor network is installed on the
structure and changes in the dynamic characteristics of the structure are an indication of structural deterioration. Tradi-
tionally, the dynamic characteristics are the natural frequencies, mode shapes, or damping of the structure, extracted from the
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vibration measurements. An alternative is to perform the data analysis directly in the time domain. In order to make the
monitoring system reliable, an early warning (detection of minor damage) and a small number of false alarms are necessary.

A complimentary approach is to build a numerical model of the system using, for example, the finite element method. The
model is then updated to correspond the measurement data using optimization techniques, which results in a better
approximation of the physical system. Damage identification is also based onmodel updating, inwhich themodel parameters
indicate the location and severity of damage. Model updating is an inverse method, for which optimization techniques are
often used. Recent studies include different optimization methods to identify damage in a composite laminate [2], locate
cracks in plate structures [3,4] and in beam-like structures [5], update a model of a bridge with a comparison of different joint
models [6], detect damage using a Cornwell damage indicator [2], a modified Cornwell damage indicator [7], or a normalized
strain energy indicator [8], and enhance training of artificial neural network to find a global minimum for damage identi-
fication [9]. In many of the aforementioned studies isogeometric analysis method has been used instead of the more tradi-
tional finite element method [2e4,8].

In order to make SHM competitive, the following issues must be solved.

1. Measurement error. The desired level of damage to be detected is relatively small, which means that the signal-to-noise
ratio must be high.

2. Environmental or operational influences are often stronger than those of damage, which can make damage detection
difficult.

3. The excitation cannot be measured or controlled. The data analysis method must be based on response data only.
4. The data analysis must be automatic due to a vast amount of data.
5. In physics-based SHM, an accurate finite element model is needed, which may cause additional costs and challenges.
6. A large sensor network is needed with simultaneous sampling of all channels.

This paper concentrates on a time-domain data analysis for damage detection and localization. The aforementioned issues
are discussed in a more detail in the following.

First, the signal-to-noise-ratio (SNR) of the measured signals can be increased using virtual sensing techniques. The SNR
should be maximised for optimal detection performance [10]. The main contribution of this paper is noise reduction using
empirical Bayesian virtual sensing [11]. Different empirical virtual sensing techniques have been applied to sensor validation
and sensor fault identification [12e24]. In a redundant sensor network, it is possible to estimate the signal of each sensor
using the other sensors in the network. However, it is not guaranteed that the estimated signal is more accurate than the
original signal. In the present study, Bayes’ rule is applied to the sensor network resulting in optimal weights for the
reconstruction of each signal. The accuracy of the Bayesian virtual sensors is always higher than that of the actual sensors.
Virtual sensing is applied independently to each measurement. Consequently, the variability between the measurements
(environmental or operational influences or changes due to damage) remains. Virtual sensor data then replace the actual
measurements in the subsequent data analysis.

Second, environmental or operational variability affects the dynamic behaviour of the structure. For civil engineering
structures, the main underlying variable is temperature [25e30], but also the influences of the water level in the dam [31],
humidity on a wooden structure [32], traffic [33,34], and wind [35] have been identified.

Because the underlying environmental or operational variables are not all known and their effects on the data are often
complex, it may be difficult to build a model that predicts the variability in the data. An alternative is to apply multivariate
statistical techniques to the response data only. Due to the environmental or operational variability, the measured variables
become correlated, which can be utilized to remove the underlying influences from the data.

Many techniques have been developed to compensate for the environmental or operational effects without a need to
measure the underlying variables [32,36e50]. The conditional probability is used in this paper using the minimum mean
square error (MMSE) estimation [51]. The same technique can be used either in the time-domain [24] or in the feature-
domain [48]. Training data are needed from the undamaged structure under different environmental and operational
conditions.

Third, damage detection must be performed using output-only data. Twomain concerns in the time-domain methods are
the amplitude and frequency of the excitation. It is assumed that the structure is linear and the response can be expressed
with sufficient accuracy by including only a few lowest modes. This is often a valid assumption with civil engineering
structures under low-frequency ambient excitation. The amplitude of the excitation has a direct effect on the SNR. Therefore,
larger amplitudes should be preferred. If the response is very small, the noise floor may mask the relevant information in the
measured signal. Notice that a stationary process assumption is not needed in the proposed method.

Fourth, because of a time-domain approach, system identification is not needed, which makes the data analysis much
easier to automate. The proposedmethod is indeed fully automatic. The data covariancematrix is only needed for the residual
generation.

Fifth, a data-based algorithm for damage detection and localization is used, and no finite element model is needed.
Finally, a large sensor network is needed both to localize damage to the nearest sensor and to make the measurement

system redundant. The redundancy is needed to decrease the measurement error and to eliminate the environmental or
operational influences. A large number of sensors increases the hardware and maintenance costs (e.g. sensors, cables, data
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acquisition, data storage, assembly, and repair). Awireless sensor network (WSN) is a possible solutionwith a large number of
low-cost sensor nodes and automatic reconfiguration. Time synchronization in a WSN is an issue, because simultaneous
sampling is required. Also, low-cost sensors may be less accurate than the more traditional high-quality sensors. An optical
measurement system is also an alternative to acquire response measurements from a large number of channels. Sensor
technology is, however, beyond the scope of this study and is not discussed any further in this paper.

In this paper a direct time-domain damage detectionmethod is proposed, which is based on a novel two-step algorithm. In
the first step, Bayesian virtual sensors are estimated separately for each measurement in order to reduce the measurement
error. The objective of the second step is residual generation for damage detection. The training data are acquired under
different conditions and used to estimate the signal of each sensor using the remaining virtual sensors in the network. In this
two-step algorithm, each sensor's signal is estimated twice. The novelty is how to apply Bayesian virtual sensors to residual
generation resulting in enhanced damage detection.

The paper is organized as follows. Bayesian virtual sensors are derived in Section 2. Damage detection under varying
environmental or operational conditions is outlined in Section 3. Detection and localization of a crack in a bridge girder is
studied in Section 4 using a numerical finite element model to generate vibration measurements under different environ-
mental and operational effects. Concluding remarks are given in Section 5.

2. Bayesian virtual sensing

Virtual sensing (VS) gives an estimate of a quantity of interest using the available measurements. Empirical VS is a data-
based approach, estimating a physical sensor using hardware redundancy. The sensor might become faulty, and using his-
torical data from the functioning sensor network, the sensor reading can be reconstructed. Analytical VS utilizes a mathe-
matical model together with measurements to estimate a quantity of interest. For example, full-field data can be estimated
using a limited number of sensors.

This study applies empirical VS to noisy measurements to estimate less noisy virtual sensors. Bayes’ rule is applied to a
sensor network, and it is shown that the posterior is more accurate than the actual hardware. The derivation of Bayesian
virtual sensors is reviewed based on [11] and applied to damage identification.

2.1. Bayes’ rule

Consider a sensor network measuring p simultaneously sampled variables y¼ y(t) at time t. Each measurement y includes
independent measurement error w ¼ w(t):

y¼ x þw (1)

where x¼ x(t) are the true values of the measured degrees of freedom (DOFs). The objective is to find a less noisy estimate for
the true values x utilizing the noisy measurements y from the sensor network.

The signals of a subset of the physical sensors is estimated by partitioning each observation into observed variables v and
estimated variables u (typically a single sensor u). The partitioned variables are

y¼
�
yu
yv

�
; x¼

�
xu
xv

�
; w¼

�
wu
wv

�
(2)
The measurement error w is assumed to be zero mean, independent of x, with a known covariance matrix

Sw ¼ E
�
wwT

�
¼
�
Sw;uu Sw;uv
Sw;vu Sw;vv

�
(3)

where E($) denotes the expectation operator. After partitioning, all distributions are conditioned with yv. Bayes' rule becomes
pðxujyÞ ¼ pðxujyu; yvÞ

¼ pðyujxu; yvÞpðxujyvÞ
pðyujyvÞ

¼ pðyujxuÞpðxujyvÞ
pðyujyvÞ

(4)
The distributions in Eq. (4) can be evaluated as shown in the following.

2.2. Likelihood

Assuming Gaussian noise w, the likelihood is obtained using Eq. (1):
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p
�
yujxuÞ ¼ Nðyujxu;Sw;uu

	
∝exp

"
�1
2
ðyu � xuÞTS�1

w;uuðyu � xuÞ
#

(5)
2.3. Evidence

For simplicity but without loss of generality, assume zero-mean variables y. The partitioned data covariance matrix Sy is

Sy ¼ E
�
yyT

�
¼
�
Sy;uu Sy;uv
Sy;vu Sy;vv

�
(6)
The precision matrix Gy is defined as the inverse of the covariance matrix Sy and is also written in a partitioned form:

Gy ¼S�1
y ¼

�
Gy;uu Gy;uv
Gy;vu Gy;vv

�
(7)
A linear minimummean square error (LMMSE) estimate for yu | yv is obtained byminimizing themean-square error (MSE)
and can be computed either using the covariance or precision matrix [23,52]. If each sensor signal is estimated in turn, the
formulas based on the precision matrix result in a more efficient algorithm [23]. The expected value of the estimated variable
is:

byu ¼ EðyujyvÞ ¼ �G�1
y;uuGy;uvyv ¼ Kyv (8)

�1
where K ¼ � Gy;uuGy;uv, and the error covariance is

covðyujyvÞ¼G�1
y;uu (9)
The evidence pðyujyvÞ is also Gaussian with the mean and covariance from Eqs. (8) and (9), respectively:

p
�
yujyvÞ ¼ NðyujKyv;G�1

y;uu

�
∝exp

"
�1
2
ðyu � KyvÞTGy;uuðyu � KyvÞ

# (10)
The evidence is merely a normalizing factor, independent of xu. However, the evidencewill be utilized in damage detection
to remove the environmental or operational effects, which will be discussed in Section 3.

2.4. Prior

The prior distribution pðxujyvÞ is obtained from the measurement model, Eq. (1), by partitioning and conditioning, and
applying the rule that the sum of two Gaussian variables is also a Gaussian variable. The prior mean is

EðxujyvÞ¼ EðyujyvÞ � EðwuÞ ¼ EðyujyvÞ ¼ Kyv (11)

and the prior covariance is obtained from
covðyujyvÞ¼ covðxujyvÞ þ Sw;uu (12)

from which and Eq. (9),
Sprior;uu ¼ covðxujyvÞ
¼ covðyujyvÞ � Sw;uu ¼ G�1

y;uu �Sw;uu
(13)
The prior distribution is also Gaussian:
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p
�
xujyvÞ ¼ NðxujKyv;Sprior;uu

	
∝exp

"
�1
2
ðxu � KyvÞTS�1

prior;uuðxu � KyvÞ
# (14)
Notice that the prior is not subjective. It is the distribution of the exact quantity, estimated without using the corre-
sponding sensor signal.

2.5. Posterior

The posterior distribution, Eq. (4), is obtained by some manipulation, resulting in

pðxujyÞ ¼ c1pðyujxÞpðxujyvÞ

¼ c2 exp
�
� 1
2
ðyu � xuÞTS�1

w;uuðyu � xuÞ � 1
2
ðxu � KyvÞTS�1

prior;uuðxu � KyvÞ
�

¼ c3 exp
�
� 1
2

�
xu � bxu

�T
S�1
post;uu

�
xu � bxu

�� (15)

where c1, c2, and c3 are constants and the posterior covariance Spost;uu is
Spost;uu ¼ covðxujyÞ ¼
�
S�1
w;uu þ S�1

prior;uu

��1
(16)

and the posterior mean is
bxu ¼ EðxujyÞ ¼ Spost;uu

�
S�1
w;uuyu þ S�1

prior;uuKyv
�

(17)
A block diagram is shown in Fig. 1, in which sensor 1 is estimated using a total number of p sensors. Notice that the MSE of
the posterior, Eq. (16), is always smaller than that of the measurement error, Sw;uu. Therefore, the posterior mean is more
accurate than the actual measurement.

Eq. (17) can also be written in the following form.

bxu ¼
h
Spost;uuS

�1
w;uu Spost;uuS

�1
prior;uuK

i� yu
yv

�
¼ aTuy (18)

where aT is
u
Fig. 1. A block diagram of Bayesian virtual sensing (17) of sensor 1 in a sensor network with p sensors.
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aTu ¼
h
Spost;uuS

�1
w;uu Spost;uuS

�1
prior;uuK

i
(19)
Eq. (18) shows that the posterior mean is a weighted sum of the measurements of all sensors in the network.
Generally, the predicted DOFs u may include several variables. In the sequel, u is one-dimensional including one sensor

only. For each sensor u, a corresponding row vector aTu is computed. All these vectors can be assembled in a coefficient matrix
A to estimate all virtual sensors simultaneously:

bx ¼Ay (20)

where each row u of matrix A represents the corresponding sensor.

2.6. Application of virtual sensing

Bayesian virtual sensing is applied to each measurement separately (Fig. 1). It is assumed that a single measurement is
acquired under a constant environmental or operational condition, so that the dynamic characteristics remain the same
during thewholemeasurement period. Because themeasurement period is typically of the order of a few seconds or minutes,
this assumption is often valid. Therefore, the differences between measurements due to environmental or operational
variability or damage remain in the data. The noise is only reduced. The virtual sensors are then used for damage detection as
shown in the following.

3. Damage detection under different environmental or operational conditions

Virtual sensors are used in damage detection as if they were physical hardware. The virtual sensor data replace the actual
measurement data (y)bx), Eq. (20). The damage detection algorithm used in this paper is briefly outlined. Each sensor in turn
is estimated using the remaining sensors in the network. The residuals for each sensor are then generated:

εu ¼ yu � EðyujyvÞ (21)

where yu is a vector of virtual sensor data, Eq. (17) or (18) and EðyujyvÞ is the evidence mean, Eq. (8), identified using training
data (virtual sensors) from the undamaged structure. The training data consist of several measurements in order to take
different environmental or operational conditions into account. Specifically, the data covariance matrix, Eq. (6), is estimated
using all training data. The environmental or operational influences can be eliminated using correlation between the sensors,
or more specifically the evidence mean [48]. Once damage occurs, the correlation structure does not fit the experimental data
producing a larger residual, which will then trigger an alarm. A block diagram of residual generation of a single sensor in a
sensor network including p sensors is shown in Fig. 2 when using a) physical or b) virtual sensors.

All residuals are standardized according to the training data. All samples, training and test data, are subjected to principal
component analysis (PCA). The first principal component (PC) is retained in order to find the directionwith the largest change
Fig. 2. A block diagram of residual generation (21) of sensor 1 in a sensor network with p sensors using a) actual measurements, and b) Bayesian virtual sensors.
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in the data space, which is supposed to indicate damage. If the first PC scores of the residuals are not normally distributed and
the distribution is unknown, a generalized extreme value distribution can be used regardless of the data distribution [53]. The
scores are divided into subgroups (of size n ¼ 100) and the subgroup minima and maxima are stored. Extreme value dis-
tributions are identified for both the subgroup minima and maxima of the in-control samples (training data). The control
limits are computed to these distributions by choosing the probability of exceedance (here 0.001). The extreme values are
plotted on a control chart [54] to see if the test samples exceed the control limits thus indicating damage.

The increased sensitivity to damage when using Bayesian virtual sensing instead of the raw measurements can be
explained by Eq. (21). If no noise reduction is applied, yu is the actual noisy measurement from which a less noisy estimate
EðyujyvÞ is subtracted. The noise of the original data thus remains in the residual. On the other hand, when applying Bayesian
virtual sensing, yu will have less noise than the actual measurement, and subtracting EðyujyvÞ will result in a less noisy re-
sidual, which is beneficial to damage detection.
4. Numerical example

The proposed damage detection algorithm in the time domain was studied with a finite element model of a stiffened
bridge deck (Fig. 3 and Fig. 4a). The performance of damage detection whether using the actual measurements or virtual
sensors was compared.

The length of the bridgewas 30m and thewidthwas 11m. The slabwas stiffenedwith four girders and three lateral plates.
The slab was made of concrete with a Young's modulus of E ¼ 40 GPa (at temperature T ¼ 0 �C), Poisson ratio of n ¼ 0.15,
density of r ¼ 2500 kg m�3, and thickness of 250 mm. The stiffeners were made of steel (E ¼ 207 GPa, n ¼ 0.30,
r¼ 7850 kgm�3). Theweb of the girders had a thickness of t¼ 16mm and a height of h¼ 1.4 m. The flanges had a thickness of
t ¼ 50 mm and a width of b ¼ 700 mm. The lateral plates were 1.4 m high and 30 mm thick.

Four-node discrete Kirchhoff quadrilateral shell elements were usedwith a diagonal massmatrix. The bottom flangeswere
simply supported at both ends of the bridge, whereas the longitudinal displacements were fixed only at one end of the bridge.
The corners of the concrete slab were supported both in the lateral and vertical directions.

The Young's modulus of the concrete slab varied with temperature. The ends of the bridge were at random temperatures
between�20 �C andþ40 �C. The spatial distribution of the temperature was assumed linearly varying along the length of the
bridge, while along the width it was assumed constant. The relationship between the temperature and the Young's modulus
Fig. 3. The main dimensions (mm) of the bridge deck.



Fig. 4. a) Finite element model representing the actual structure. The 28 sensor positions are shown with red circles and the two excitation points with green
squares. Damage is shown with red lines. Two sensors nearest to the crack are also indicated. b) A detail of the girder with damage. The crack is shown with red
lines and the numbers indicate the order in which the connecting nodes separated to form an increasing crack size. The flange remained intact. (For inter-
pretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)
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was stepwise linear as shown in Fig. 5. There was thus an infinite number of possible distributions of the Young's modulus in
the slab. Notice that the temperature or the Young's modulus were not measured, but they were considered latent variables.

Two independent random loads were applied in the vertical direction at nodes plotted with green squares in Fig. 4a. The
excitation was low-pass filtered below 8.33 Hz. The standard deviation of either load was random between 30 N and 200 N.
The excitation was not measured.

The response was computed with modal superposition using the first seven modes. The analysis period was 2 s with a
sampling frequency of 500 Hz. One measurement period then included 1001 samples from each sensor.

Vertical accelerations were measured at 28 points shown in Fig. 4a. An equal amount of noise was added to the signals, so
that the mean signal-to-noise ratio was approximately SNR ¼ 48 dB. The standard deviation of the noise was
sw ¼ 3$10�6 m s�2, which was assumed to be known.

Fifty measurements were made from the undamaged structure under random environmental conditions. Damage was a
crack that was simulated by removing contact between elements at selected nodes. The damage location is plotted in red in
Fig. 4a. Three different crack configurations were modelled with an increasing severity by removing contact between the



Fig. 5. The effect of temperature on the Young's modulus of the concrete.
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elements at one, two, or three nodes, respectively. The nodes are shown in the detailed plot in Fig. 4b showing the order in
which the nodes were separated. Each damage scenario was monitored with three measurements under random environ-
mental and operational conditions. As a result, the last nine measurements were from a damaged structure. Notice that the
crack was in the web and in the weld between the web and the flange making damage detection quite challenging, because
the flanges remained intact.

Fig. 6 shows the first seven natural frequencies in each 59measurements. The variability due to environmental variation is
clearly seen. Visually, there are no clear changes in natural frequencies due to damage. The red circles show an additional
natural frequency due to damage corresponding to the lateral flapping of the web at the crack. This had no effect on the data
analysis, which is one advantage of the time domain approach.

The training data were the first 40 measurements. They were also used to design the control charts. The test data were the
last 19 measurements, from which the last nine were from the damaged structure. The minima and maxima of the first
principal component scores of the residuals, Eq. (21), were plotted on the extreme value statistics (EVS) control chart using
subgroups of size 100 [55].

The objective was not to create a very detailed finite element model. Instead, the purpose was to investigate the per-
formance of the Bayesian virtual sensors to damage detection compared to the corresponding hardware. For the modelled
damage, the noise level was deliberately chosen so that the comparison could be easily made. Nevertheless, the selected noise
level would give an indication of the possible crack size that can be detected with the actual hardware. An open crack was
Fig. 6. The first natural frequencies indicating the influences of the environmental variables and damage. The data before the leftmost vertical line were from the
undamaged structure, and the vertical lines indicate the three damage levels with an increasing severity. The red circles are additional natural frequencies due to
damage. (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)
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modelled instead of a breathing crack, because it was shown in an earlier study that a breathing crack may be easier to detect
than an open crack due to resulting non-linear effects [56].

The empirical Bayesian virtual sensors were estimated using the physically measured 28 accelerations. Fig. 7 shows a
detail of the acceleration of sensor 10. Three curves are shown: the noiseless data (red dots), the actual noisy measurement
(black), and the Bayesian virtual sensor (blue crosses). A larger noise level was used to make a visual comparison possible. For
the actual noise level, the standard deviation of the noise in sensor 10 is plotted in Fig. 8 both for the hardware (red dashed
line) and the corresponding Bayesian virtual sensor (blue solid line). It can be seen that the Bayesian virtual sensor was more
accurate than the actual hardware. The standard deviation of the noise was decreased to one third on average. This noise
reduction property was utilized in damage detection as shown next.

EVS control charts for damage detection are shown in Fig. 9. The left chart (Fig. 9a) was plotted using the actual mea-
surements indicating no damage, whereas the chart in the right (Fig. 9b) that was plotted using the virtual sensors was able to
detect damage levels 2 and 3. It should be noted that the measurement error (noise) was small indicating that high-quality
sensors may be required to detect damage of this type and size. Nevertheless, with Bayesian virtual sensors it was possible to
detect damage earlier than if using the physical hardware. Notice also that no false alarms occurred in either case.

Damage was assumed to locate in the vicinity of the sensor u with the largest Mahalanobis distance (MD) [52] of the
residual, Eq. (21). The MDs of the residuals for each sensor are plotted in Fig. 10. Damage was localized to sensor 10 that was
the next sensor to the right from the actual damage location and above the same girder (Fig. 4b). The closest sensor from the
crack was sensor 11, which also showed a large residual. It was located above the intersection of the longitudinal and lateral
stiffeners.
Fig. 7. Time history of sensor 10. Red dots: true (noiseless) data. Black: actual noisy measurement. Blue crosses: Bayesian virtual sensor. A larger measurement
error (sw ¼ 3$10�5 m s�2) was used to enable visual comparison. (For interpretation of the references to colour in this figure legend, the reader is referred to the
Web version of this article.)

Fig. 8. Standard deviation of noise in the actual sensor 10 (red dashed line) in each measurement, and the noise of the Bayesian estimate (blue solid line). (For
interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)



Fig. 9. EVS control charts using a) the actual measurements and b) the Bayesian virtual sensors. The data before the leftmost vertical line were used as the
training data, and the other vertical lines indicate the three damage levels with an increasing severity.

Fig. 10. Damage localization.
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The sensor network in this study included 28 accelerometers, which is a large number for practical applications. The very
same data were also analysed using a smaller number of sensors and applying virtual sensing. With 14 sensors, the detection
performance decreased only little, but with 7e10 sensors, the largest crack could only be detected. This can be explained with
the noise reduction capability that depends on the number of sensors.
5. Conclusion

Bayesian virtual sensing was introduced and applied to damage detection. With Bayesian VS it is possible to decrease the
measurement error making an early warning more plausible. Virtual sensors were estimated for each measurement indi-
vidually, so that the dynamics and environmental or operational influences remained, but noise was only decreased. The
resulted virtual sensor data then replaced the actual measurements in damage detection. It was shown that the detection
performance increased when using Bayesian virtual sensors instead of the actual measurements in the proposed algorithm.

Virtual sensors were estimated at time t, computed frommeasurements at the same instant. No restrictionswere therefore
placed on the sampling frequency, which may be useful in some applications. Simultaneous sampling was nevertheless
necessary.

Data analysis for damage detection was made in the time domain without a feature extraction process, without knowing
the excitation or the environmental or operational variables, and without a mathematical model of the structure.
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Environmental and operational effects were eliminated using the correlation between the virtual sensors. The training data
were used to build a correlation model of the undamaged structure under different environmental or operational conditions.
The training data were used to estimate one sensor in turn using the remaining virtual sensors in the network. The residuals
were generated by subtracting the conditional mean from the virtual sensor data. Principal component analysis was applied
to the residuals and the first PC scores were used to design the extreme value statistics control chart for damage detection
with appropriate control limits. Damage was localized to the closest sensor having the largest Mahalanobis distance.

The noise level used in the experiment was quite low, and the results indicated that high-quality sensors may be required
to detect the introduced damage. Another study could be made by increasing the crack size gradually to find the smallest
detectable crack size using a larger noise level. In addition, other crack locations or damage scenarios could be studied.

The sensor network had 28 accelerometers, which were placed in a 4 � 7 grid. Optimal sensor placement for damage
detection was left for future studies. The measurement error can be further decreased by increasing the number of sensors.
The noise reduction rate, however, is not linear but would rapidly decrease similarly to the standard error in a normal
averaging process.

An experimental study is necessary to validate the proposed method. There are also several other techniques for damage
detection and localization using vibration measurements. As mentioned earlier, damage detection is typically based on
damage-sensitive features extracted from the time histories. Therefore, a comparison of the proposed method to other ap-
proaches is needed. Actually, a recent study showed that feature-based damage detection had a higher probability of
detection (POD) than the proposed method [57]. Benchmark data are important in this regard making it possible to compare
algorithms of different research groups. Nevertheless, time-domain data-based damage detection is an interesting alternative
having several advantages.
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