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ABSTRACT 
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Today, people are possessing huge databases whose potentials have not been fully exploited. In 
particular, the development of information technology and the application of information technology 
in many fields have made that data treasure increase rapidly. Besides, social networks, such as 
Facebook, Twitter and Instagram are growing and having a great impact on social life. Typically, 
Twitter is a special social network where each message is sent with no more than 140 characters 
but having an amazing spread rate. Many of these social network users are singers, actors and 
especially politicians and only one of their status on social networks has an impact on real-world 
society. This explosion has led to an urgent need for new techniques and tools to automatically 
convert that huge amount of data into useful knowledge. Conducting such jobs is the process of 
discovering knowledge in the database, in which the data mining technology has become a current 
trend of information technology in the world in general. The application was created with the 
purpose of classifying the emotional status and discovering the main concern of a politician. 
 
The  project was developed by using Python for every single task including scrapping data and 
analysis. In addition, the collected data was stored in the CSV format for the convenience of data 
visualization and analysis. The thesis will show key topics of messages that a particular politician 
sends to people via Twitter. 
 
 
The crucial part for the whole project is its source code which is taken apart in this thesis and is 
accessible at the following GitHub link: https://github.com/ilookforme102/bachelor_thesis 
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The basis for this thesis originally stemmed from my internship at ABCD Agency in Berlin. During 
the internship, I had experience working with a wide range of data collected from social networks 
and I found that there was a lot of potential from exploiting information hidden in the text form. 
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VOCABULARY 
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1 INTRODUCTION 

Data mining is a set of techniques that are used to automatically exploit and find out the mutual 

relationships of data in a huge and complex dataset and also to find patterns hidden in that dataset. 

The overall aim of the data mining process is to extract, exploit and use potentially valuable data 

from inside a large amount of data stored in the data storage system to create an easy-to-

understand information structure. 

Aside from the raw analysis step, it also involves database and data management aspects, data 

pre-processing, model and inference considerations, interestingness metrics, complexity 

considerations, post-processing of discovered structures, visualization, and online updating. (1). 

 

A data mining application was created in this thesis work. The entire application is deployed in 

Python based on the author's experience and basic needs in using this programming language 

daily. The focus of this thesis is to analyze data collected from Twitter. The theory of sentiment 

analysis and topic modeling as well as the workflow will be discussed in Chapter 2. On the other 

hand, Chapter 3 will provide a brief introduction of the tools involved in the application deployment 

process. The sample code will be shown in Chapter 4 for the purpose of evaluation and further 

discussion. The final chapter will illustrate an overview of this thesis. 

 

This topic was selected based on the author's passion for mathematics and programming, both 

seemingly completely different fields that have now been combined to develop one of the most 

important industries in the next era of humanity - data science.  

Hopefully, in the future, this topic will be further expanded and strengthened by more advanced 

algorithms with a higher accuracy. 
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2 THEORY 

The ultimate aim of the thesis was to solve two main categories - sentiment analysis and topic 

modeling for the collected data. 

2.1 Sentiment Analysis 

Sentiment analysis or opinion mining is the process of computationally identifying and categorizing 

opinions, attitudes, and emotions expressed in a piece of text (2). The main purposes of sentiment 

analysis are to detect and extract subjective information for determining whether the writer’s attitude 

towards a particular topic is positive, neutral, or negative. The sentiment analysis is a hot subject 

in Natural Language Processing with a large number of works and it is performed on various levels: 

document level, sentence level, and word level. 

 

There can be two approaches to the sentiment analysis. 

1. Lexicon-based methods 

2. Machine Learning-based methods. 

In this problem, the Lexicon-based approach was used.  

The lexicon-based approach calculates the sentiment of a given text from the polarity of the words 

or phrases in that text (3). For this method a lexicon (a dictionary) of words with the polarity 

assigned to them is required. Examples of the existing lexicons includes: Opinion Lexicon, 

SentiWordNet, AFINN Lexicon, NRC-Hashtag, General Inquirer Lexicon3. 

 

The workflow of a lexicon-based sentiment analysis process is illustrated in FIGURE 1. 
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FIGURE 1. Architecture of the framework of lexicon-based sentiment analysis. 

 

The sentiment score of the text T can be computed as the average of the polarities conveyed by 

each of the words in the text. The methodology for the sentiment can be described with the following 

steps: 

• Pre-processing. The text undergoes pre-processing steps that were described in the 

previous section: POS tagging, stemming, stop-words removal, negation handling, 

tokenizing into N-grams. The outcome of the pre-processing is a set of tokens or a bag-of-

words. 

• Checking each token for its polarity in the lexicon. Each word from the bag-of-words is 

compared against the lexicon. If the word is found in the lexicon, the polarity 𝑊𝑖 of that 
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word is added to the sentiment score of the text. If the word is not found in the lexicon, its 

polarity is considered to be equal to zero. 

• Calculating the sentiment score of the text. After assigning polarity scores to all words 

comprising the text, the final sentiment score of the text is calculated by dividing the sum 

of the scores of words caring the sentiment by the number of such words: 

 

𝑆𝑐𝑜𝑟𝑒𝐴𝑉𝐺  = ∑ 𝑊𝑖 

𝑚

𝑖=1

 

 

The averaging of the score allows obtaining a value of the sentiment score in the range 

between -1 and 1, where 1 means a strong positive sentiment, -1 means a strong negative 

sentiment and 0 means that the text is neutral.  

For example, for the text: “lexicon[+0.52] is[0] very[+0.89] great[ +0.97 ] method[0]” 

the sentiment score is calculated as follows: 

 

𝑆𝑐𝑜𝑟𝑒𝐴𝑉𝐺 =  
0.52 + 0 + 0.89 + 0.97 + 0

5
= 0.48 

 

The Score 0.48 represents the positive in the semantics for the sentence "lexicon is very 

great method" 

2.2 Topic Modeling 

The idea behind Topic Modeling is to build new documents based on the probability distribution. 

First of all, to create a new document, it is necessary to select a distribution of topics. This means 

that documents are made up of different topics, with different distributions. Besides, to generate 

words for a document, words can be randomly selected based on the probability distribution of the 

words on the topics. In contrast, given a set of documents, it is possible to define a set of hidden 

topics for each document and distribute the probability of the words on each topic. 

There are many ways to approach this issue; however, the author will use LDA as a solution within 

the scope of this project. 
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2.2.1 Latent Direchlet Allocation 

LDA is a probability model for idea-based discrete data sets: each document is a mixture of multiple 

topics. In essence, LDA is a three-level hierarchical Bayes model: the corpus level, document level, 

word level in which each part of the model is treated as a finite mixing model based on the set of 

topic probabilities. FIGURE 2 illustrates the idea of LDA: a document is a probability distribution of 

different topics. 

 

 

 

FIGURE 2. Each document is a mixture of topics (4)  

2.2.2 Parameter Estimation Process 

Formally,the following terms were defined: 

• A corpus is a collection of M documents denoted by D = {𝒅1, 𝒅2,..., 𝒅𝑀} 

• A document is a sequence of N words denoted by 𝒅 = (𝑤1, 𝑤2,..., 𝑤𝑁 ,), where 𝑤𝑛 is the 

𝑛-th word in the sequence.  

• A word is the basic unit of discrete data, defined to be an item from a vocabulary indexed 

by {1,...,V}. We represent words using unit-basis vectors that have a single component 
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equal to one and all other components equal to zero. Thus, using superscripts to denote 

components, the 𝑣th word in the vocabulary is represented by a V-vector 𝑤 such that 

 𝑤𝑣 = 1 and 𝑤𝑢 = 0 for 𝑢 ≠ 𝑣. 

 

 

 

FIGURE 3. Graphical model representation of LDA (5). 

 

The graphical model representation of LDA is clearly described in FIGURE 3. The boxes are 

“plates” representing replicates. The outer plate represents documents, while the inner plate 

represents the repeated choice of topics and words within a document. 

Notations:  

 𝛼: Dirichlet prior on 𝜃𝑚 

 𝛽: Dirichlet prior on 𝜑k 

 M: Number of documents in corpus D = {𝒅1, 𝒅2,..., 𝒅𝑀} 

 K: Number of latent topics 

 V: Number of words in Vocabulary 
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 𝑁𝑚: Number of words in the 𝑚-th document or length of document 𝒅𝑚 

 𝑍𝑚,𝑛: Topic of word 𝑊𝑛 in document 𝒅𝑚 (topic index) 

 𝑊𝑚,𝑛: 𝑛-th word in document 𝒅𝑚 index by 𝑍𝑚,𝑛 

 𝜃𝑚: Distribution of topic in 𝑚-th document 

 𝜑𝑘: Distribution of word in topic 𝑍𝑚,𝑛 

Process of topic modeling by LDA: 

• For each document 𝑚, create the distribution of topic 𝜃𝑚 

• Topic index 𝑍𝑚,𝑛 is created from the first step. 

• For each topic index and the distribution 𝜑𝑘 then 𝑊𝑚,𝑛 is created. 

• 𝜑𝑘 is sampled once for the entire corpus 
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3 TECHNOLOGY 

This chapter provides technologies used in this thesis project. It also gives an overview of the 

context and work process of the thesis. 

3.1 Python 

Python is a very popular object-oriented programming language for writing system utilities and code 

on the Internet. The latest version of this programming language is 3.7. Created by Guido van 

Rossum in Amsterdam in the late 80s, Python completely created dynamics and used automatic 

memory allocation mechanisms. Python was developed in an open source project and is currently 

managed by the Python Software Foundation (6). 

Some typical characteristics of Python: 

• Python is Interpreted: Thanks to the interpreter function, Python's interpreter can 

handle commands at runtime. Thus, there is no need to compile the program before 

executing it (similar to Perl and PHP). 

• Python is Interactive: Python's interactive feature makes it possible to interact directly 

with its interpreter right at the command prompt. Specifically, it can execute the 

command directly at the Python prompt. 

• Python is Object-Oriented: Python strongly supports the object-oriented programming 

style and coding package programming techniques in the object. 

• Python is a Beginner's Language: Although Python is considered a programming 

language for those who are new to computer programming, it strongly supports the 

development of many different types of applications, from scientific and numeric 

applications to software development application and game.  

 

There are many libraries in Python for science and numerical calculations, such as SciPy and 

NumPy, which are used for general purposes in computing. And, there are specific libraries, for 

example, EarthPy for earth science, AstroPy for Astronomy. In addition, Python is also heavily used 

in machine learning, data mining and deep learning. 
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3.2 Data Visualization Tools 

Data visualization is an important step in pre-processing data to build an effective machine learning 

model. 

Data visualization helps to better understand input data including data distribution, characteristics 

and correlation of features as well as the visual representation of data with noise or missing. These 

insights help greatly in the process of selecting or training model. 

In the field of data science, the data visualization process plays an important role, helping to show 

the relationship and meaning of data more clearly. Python, the most popular language in the field 

of data science now, has a lot of options for doing this task besides many native Python libraries, 

such as Matplotlib, Seaborn and other libraries. 

3.2.1 Matplotlib 

Matplotlib is a Python 2D plotting library which produces publication quality figures in a variety of 

hardcopy formats and interactive environments across platforms (7). Matplotlib provides many 

types of visualizations for presenting data with just few lines of code. It can also be used to draw 

three-dimensional graphs or add interactive effects to diagram. 

Because the popularity of Python is increasing, Matplotlib also receives the same attention. Since 

Matplotlib is a combination of Numpy and Scipy, it is considered a perfect alternative to MATLAB. 

3.2.2 Seaborn 

Seaborn is a Python visualization library based on Matplotlib. It provides a high-level interface for 

drawing attractive and informative statistical graphics (8). Seaborn is an improvement in the 

complexity of the graph and simpler in syntax when compared to Matplotlib. It is tightly integrated 

with the PyData stack including support for NumPy and Pandas data structures and statistical 

routines from scipy and statsmodels. 

3.2.3 Plotly 

Plotly provides online graphing, analytics, and statistics tools for individuals and collaboration, as 

well as scientific graphing libraries for Python, R, MATLAB, Perl, Julia, Arduino, and REST (9). Built 
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on top of plotly.js, plotly.py is a high-level, charting library. plotly.js ships with over 30 chart types, 

including e.g. scientific charts, 3D graphs, statistical charts, SVG maps, financial charts. 

Plotly is not only a data visualization tool but a platform that provides online graphing, analytics, 

and statistics tools for individuals and collaboration. 

3.3 Data Analysis Libraries 

Python is also one of the two most commonly used programming languages by data scientists. 

In addition to the data visualization role, in computer science alone, Python can be used for data 

analysis, web programming, machine learning, natural language processing, and other things.  

Python is a very flexible programming language. It is suitable for handling many tasks including not 

only statistics or analysis. For example, you can do both statistics and programming on the same 

Python program so that the data analysis program can integrate into other code sections in the 

production chain easily. 

Python has many outstanding, relevant data science libraries, such as NumPy, Pandas and Scikit-

learn. 

3.3.1 Numpy and Pandas 

The most basic package, when the scientific computation stack was built, is NumPy (shortened 

from Numerical Python), which provides a lot of useful features for parts operations in n-arrays and 

matrix in Python. This library provides the ability to vectorize math operations in the NumPy array, 

which improves performance along with the execution speed. 

 

On the other hand, the Pandas library in Python is an open source library for reading or writing data 

between memory and many file formats: CSV, text files, Excel, SQL, HDF5. It is also a powerful 

set of Python programming and data analysis and processing tools that intelligently link data, 

handle missing data and automatically unstructured data about a structured form. Pandas uses a 

separate data structure called DataFrame, which provides flexibility and efficiency in data 

manipulation and indexing as well as provides a lot of functions to handle and work on this data 

structure. 

Today, this package is widely used in both research and development of data science applications. 



  

17 

3.3.2 NLTK and Textblob 

Written by Steven Bird and Edward Loper, Computer Department, University of Pennsylvania, USA 

and 2001, NLTK or Natural Language Toolkit is a library written in Python that supports Natural 

Language Processing. NLTK is a leading platform for building Python programs to work with human 

language data. It provides easy-to-use interfaces to over 50 corpora and lexical resources such as 

WordNet, along with a suite of text processing libraries for classification, tokenization, stemming, 

tagging, parsing, and semantic reasoning, wrappers for industrial-strength NLP libraries, and an 

active discussion forum (10).  

 

NLTK is increasingly improving and integrating new tools by thousands of programmers and 

collaborators around the world. Python in conjunction with NLTK is the most powerful toolkit for 

Natural Language Processing. 

 

Built on top of NLTK and Pattern, Textblob is a library for processing textual data. It provides a 

simple API for diving into common NLP tasks, such as sentiment analysis, pos-tagging and noun 

phrase extraction. 

3.3.3 Gensim 

As an open source library for Pỵthon, Gensim is a Python library for topic modelling, document 

indexing and similarity retrieval with large corpora. The target audience is the natural language 

processing (NLP) and information retrieval (IR) community (11). This library is designed to be 

suitable for large text data, only in in-memory processing. 

 

Gensim is designed to be used with raw and unstructured digital textual data. Gensim implement 

algorithms such as Dirichlet processes by hierarchy (HDP), Latent Semantic Analysis (LSA) and 

Latent Dirichlet Allocation (LDA), as well as tf-idf, random projections, Word2Vec and 

Document2Vec as well as supports re-rendering patterns words in set of documents (often referred 

to as Corpus).  
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4 IMPLEMENTATION 

The Twitter platform provides access to its data via Twitter API. The Twitter API allows 

programmers to access some of the original Twitter cores including timeline, status updates and 

user information and allows developers to write and expand their applications in a complete new 

and creative way. 

Developers can build user profiles based on usernames, content, picture profiles, and people they 

are following on Twitter with only a few requests to RESTful API. In summary, the Twitter API 

provides programmers with many integrated methods to communicate with Twitter. 

4.1 Working with Twitter API 

To get started, the following steps need to be done: 

• Signing in Twitter. 

• Using the Twitter account, in Developer Access, creating an application that will generate 

the API credentials to access Twitter from Python.  

• Importing the Tweepy package. 

 

The dashboard in FIGURE 4 allows the user to view, edit, create as well as generate access tokens 

for the application. 

 

FIGURE 4. Create application in Twitter 

 

To access the Twitter API, there are 4 different keys needed to be generated from the Twitter 

Dashboard page. These keys are located in application settings after clicking on the Keys and 

Access Tokens tab.  

• Consumer key 

• Consumer secret key 
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• Access token key 

• Access token secret key 

This can be seen clearly in FIGURE 5. 

 

FIGURE 5. Keys and Access Tokens for the application 

 

FIGURE 6 shows that the keys obtained from the first step are stored as string variables and the 

packages needed for the data collection are also imported. These keys are injected to the Tweepy 

function in the FIGURE 7 to request user authorization from the Twitter API. 

 

 

FIGURE 6. Define access token  



  

20 

 

 

FIGURE 7. Request user authorization from Twitter API 

 

Twitter provides  an API called “user timeline” to retrieve data from a specific user by username. 

It allows the progam to retrieve data from the most recent 3,200 tweets and every request sent to 

the server can only retrieve up to 200 tweets . Therefore, a Python loop is created to get all of 200 

tweets for each request and it will only stop when the server stops returning data. The results of 

the entire process are printed in the terminal, which can be seen in the FIGURE 8: 

 

 

FIGURE 8. Getting data from Twitter 

 

At the present, a dataset with 3,200 rows and 7 columns equivalent to 7 features is built. The most 

important factors are: 

• Lenght: Lenght of a tweet  

• Tweets: Content of a tweet  
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• Date: Published date of a tweet 

• Likes: Number of likes a tweet gets from followers 

• Retweets: Number of retweets 

 

All data will be saved to a Python's list (similar to an array in Javascript). 

Since this data will change every time, the function is run to facilitate data processing and to make 

it persistent by saving all the collected data to a CSV format file: realDonaldTrump_tweets.csv 

The first 10 rows and all features of dataset are shown in FIGURE 9: 

 

 

FIGURE 9. First 10 rows from dataset 

4.2 Data Visualization 

From the dataset and based on the number of tweets and the time of posting, some simple statistics 

and visualization are represented. 

By using Plotly, the distribution of tweets over time is plotted as shown in FIGURE 10. 

The graph of this distribution will not be generated in the terminal of Jupyter Notebook but will 

display interactively through an HTML file so that the user can zoom in to see the distribution of 

tweets every week or every day of the month. 
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FIGURE 10. Histogram of Tweets distribulition 

 

 

FIGURE 11. Distribution of likes and retweets 

 

From the histogram in FIGURE 10, it can easily be seen that the number of Donald Trump's tweets 

fluctuates in a way that regulates the time around a certain average value. He tends to be twitting 

more in the middle of the month and less at the beginning and end of the month. 

In another development, the time series graph of likes, retweets and length of tweets is reflected in 

FIGURE 11. 

The number of likes and retweets from his tweets is very high and there is a consistent variation. 

From the graph, it can be seen that the influence of Donald Trump on this social network is 
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tremendous. The people who follow him on social networks are always ready to receive and spread 

the information that he updates daily via Twitter. 

 

By using the Numpy library, simple but interesting statistics were discovered as follows: 

• Average length of tweets: 121.61764705882354 

• Most favorite tweet by number of likes: “Merry Christmas!” 

• Length: 16 characters. 

• Number of likes: 498,558 

• Most favorite tweet by number of retweets: “They just didn't get it, but they do now ” 

• Number of retweets: 118,104 

• Length: 86 characters. 

4.3 Data Pre-processing  

Before conducting data analysis, cleaning and processing data is extremely important. Since the 

collected data is in a text form, the aim of this process is to simply remove non-text characters such 

as emotion icons, HTML, URLs and redundant whitespace and convert all to a standard form for a 

more convenient analysis in the next step. 

This can be done by using the regular expressions package of Python. 

FIGURE 12 demonstrates the process of cleaning data effectively with the package RE. 
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FIGURE 12. Data cleaning using regular expression. 

 

Another important step before doing a sentiment analysis is to eliminate stopwords and 

punctuation. By definition, a stop word is a commonly used word such as “the”, “a”, “an”, “in” that a 

search engine has been programmed to ignore, both when indexing entries for searching and when 

retrieving them as the result of a search query (12). The removal of these words does not only 

changes the semantics of the document but also frees up space and reduces the database 

processing time. 

NLTK makes this step more effective by providing a list of stopwords as well as punctuation for any 

language. 

As pointed out in FIGURE 13, the list of stopwords as well as punctuation in English is stored in a 

variable called “stoplist”. The function loops through the entire data, filtering out words that are not 

present in the stoplist to get the final valid words. 
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FIGURE 13. Eliminate stopwords and punctuation. 

4.4 Data Analysis 

4.4.1 Sentiment Analysis with Textblob 

As introduced briefly in the theory section, the thesis will conduct a lexicon-based method for a 

sentiment analysis using the Textblob library (shown in FIGURE 14). 

The sentiment score calculation for each tweet is done by Textblob and only output is classified as 

follows:  

• If a sentiment score is greater than 0, assigning it to a value 1 also understands that the 

sentence is positive. 

• If a sentiment score is equal to 0, keep the value and it is semantically neutral 

• In case this number is smaller than zero, assign it to -1 and it is negative in semantics. 

 

Notice the values of 1.0 and -1 are assigned to the classification but meaningless in terms of 

arithmetic. 
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FIGURE 14. Sentiment analysis by using Textblob. 

 

The final result shows: 

• Percentage of positive tweets: 51.036096256684495% 

• Percentage of neutral tweets: 30.84893048128342% 

• Percentage de negative tweets: 18.114973262032084% 

 

Only 18% of Donald Trump’s tweets are negative. This number is not bad for a controversial 

president like Donald Trump. Objectively, it can be said that Donald Trump has a tendency to send 

positive and objective messages to the followers. 
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4.4.2 Topic Modeling with Gensim 

The aim of the LDA model is “learning” a topic mix in each document and a word mix in each topic 

so that the input data must be a Document-Term Matrix which includes the vector of the vocabulary 

and the frequency of each word in a document. 

 

By definition, the Document-Term Matrix or Term-Document Matrix is a mathematical matrix that 

describes the frequency of terms that occur in a collection of documents. In a document-term 

matrix, rows correspond to documents in the collection and columns correspond to terms. 

The main inputs of the process of topic modeling is the Document-Term Matrix, which can be 

prepared by Gensim from the beginning as seen in FIGURE 15: 

 

 

FIGURE 15. Document-Term Matrax is input of LDA model. 

 

All materials required to train the LDA model have been prepared. Apart from that, alpha and beta 

are hyperparameters that affect the sparsity of the topics. According to the Gensim document, the 

default value of these parameters is equal to 1.0/num_topics (13). Variable num_topics is set equal 

to 5 which is evident in FIGURE 16. 
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FIGURE 16. Build LDA model. 

 

The ouput of the whole process is the top 10 words in each topic. The human work in this process 

is to adjust the parameters until results make sense. If not, this process is repeated again and the 

parameters and number of topics are tried to be altered. 

 

As a result of the LDA model from the previous step, keywords of the topics are shown in FIGURE 

17: 

 

 

FIGURE 17. Topic and its keywords. 

 

These keywords characterized the topic 0 and corresponding to each keyword is its weight. This 

number shows the importance of each word for the topic. The bigger the weight, the higher the 

importance of the keyword with the topic. 

 

The weight reflects how important a keyword is to that topic thus in this case “trump” is the most 

important keyword. Data analyses can base on keywords to predict the main topic for all these 
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keywords. In this case, the topic may be "election" or " presidency" or more generally "political". 

Likewise, the same process is conducted with the remaining topics.  

The FIGURE 17 shows the wordcloud of keywords in each topic. 

 

 

FIGURE 18. Wordcloud of topic’s keywords. 

 

There are 5 different colors to distinguish the keywords of 5 topics. The size of the keywords in 

each topic is also different. High-level keywords are represented with larger sizes and deeper 

colors. 

Visualizing topics and keywords in the form of word-cloud only shows qualitative, to understand the 

importance and quantitative information for these topics, PyLDAvis package was used in this 

phase. 

PyLDAvis is a dedicated package for topic model visualization. PyLDAvis is designed to help users 

interpret the topics in a topic model that has been fit to a corpus of text data. Hereby, the distribution 

of topics was visualized in a more intuitive way. 

 

As shown in FIGURE 19, the package extracts information from a fitted LDA topic model to an 

interactive web-based visualization one.  
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FIGURE 19. Topics distribution. 

 

The parameters on the graph can be explained as follows: 

• Saliency: a measure of how much the term tells you about the topic. 

• Relevance: a weighted average of the probability of the word given the topic and the word 

given the topic normalized by the probability of the topic. 

• The size of the bubble measures the importance of the topics, relative to the data. 
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It can be seen that the first topic has the most importance, the remaining topics have the same 

importance level. 

Based on the keywords synthesized, it is assumed that the topics created are as follows: 

Topic 1: border security 

Topic 2: trump and medias 

Topic 3: trade war 

Topic 4: political parties  

Topic 5: election 
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5 CONCLUSION 

During the completion of this project, the author start to understand the whole process of a data 

mining project in practice. As usual, when participating in online courses, the author only needed 

to learn the theory of machine learning models and apply algorithms with Python to produce the 

final results. In fact, to solve a problem one must go through a lot of stages. Fortunately, Twitter 

provides an open API for developers to be able to collect data for building applications based on 

their data. 

 

After taking the data in hand, the next step is pre-processing and cleaning the data. This stage 

actually occupies a considerable amount of work and time. The final work is to apply analytical 

models to existing data to produce the desired results. 

 

The author's approach to this subject is not based on machine learning models but a statistical 

interference and parameter estimation because it requires the author to have a lot of knowledge 

about statistics and probability to understand how models work and to apply models in practice. 

The progress and results of the project are clearly stated in the previous steps. The author has 

found positive or negative emotional attitudes in President Donald Trump's tweets and analyzed 

them further to find the key topics in this data. 

 

Things that have been done from this project are still limited and in fact, it has a lot of potentials. In 

the future, the project can continue by conducting real-time data processing and deploying in the 

form of a web application for easier access for ordinary Internet users. 
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APPENDIX  APPENDIX 1 

The folder structure of the project. 

 

 

 

The main part of the project was included in Jupyter Notebook file “Final_Thesis_Notebook.ipynb” 

Data was stored in “realDonaldTrump_tweet.csv” 
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